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ABSTRACT Medical image classification is an essential component in the development of computer-aided diagnosis systems. 

One of the main challenges in this field is the limitation of image resolution, which can negatively impact the performance of 

machine learning models. Low-quality images often lead to a decrease in classification accuracy, particularly in identifying 

critical features in sensitive cases such as skin and ocular disorders. Therefore, improving image quality is a strategic step that 

is highly necessary to optimize the overall performance of classification systems. Low-resolution photos are frequently 

problematic in the medical field when diagnosing skin and eye conditions since they can induce noise and lower the precision 

of classification algorithms. To overcome this, this research implements the Enhanced Super-Resolution Generative 

Adversarial Network (ESRGAN) method, which is used to perform upscaling, namely increasing the resolution of a low image 

to a high-resolution image. The research results show that ESRGAN can improve the quality of eye and skin images, as proven 

by accuracy consistency tests on the two datasets. For image classification, the MobileNetV2 model is used because this model 

is suitable for eye and skin datasets. Evaluation of the image retrieval system using a high-resolution dataset generated from 

ESRGAN upscaling demonstrates consistent performance, with a slight accuracy improvement of 1%, reflecting the system's 

robustness in maintaining reliable results across datasets. In this research, the improvement in visual image quality is also 

proven by the high Peak Signal-to-Noise Ratio (PSNR) value, so ESRGAN is proven effective in increasing image resolution 

and clarity for eye medical image datasets and skin images. 

INDEX TERMS Eye disease classification, ESRGAN, MobileNetV2, PSNR, Skin disease classification. 

 
I. INTRODUCTION 

According to the World Health Organization (WHO), the 

definition of health includes physical balance and not just 

merely being free from disease [1], [2]. Visionary health is 

very important because the eyes play a vital role in everyday 

life as the main organ in the human visual system. Eye 

disorders can significantly reduce a person's quality of life, so 

attention to eye health is very important. Continuously 

developing medical technology has enabled early 

identification and treatment of various eye diseases, ultimately 

preventing blindness and visual impairment. Advancements 

in medical science and technology have played an important 

role in improving the community's quality of life, especially 

by making it easier for medical personnel to diagnose and 

determine the type of disease more accurately. Medical 

records are important documents that contain records of 

patient identity, examinations, treatments, and other medical 

actions [3], these records play an important role as evidence 

in medical verification, protecting patient rights, and 

providing legal certainty in medical practice [4]. Innovative 

medical research is key to extending life expectancy and 

reducing mortality from diseases that were previously difficult 

to treat. In the image of eye and skin diseases, the development 

of classification methods based on medical image processing 

is very important to improve the accuracy of diagnosis and 

speed up the treatment process. One important area in medical 

research is medical image processing. Therefore, this research 

helps medical personnel to classify eye and skin diseases more 

quickly and effectively. The eye is the most important organ 

in the human visual system, and it consists of various 

components, such as the lens, retina, and optic nerve, which 

work together to process light and produce clear vision  [5], 

[6]. 
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Several eye diseases can interfere with vision function. Eye 

disease conditions include cataracts, glaucoma, and retinal 

disease, the main causes of blindness [7]. Therefore, eye 

diseases or disorders should be detected before blindness 

occurs [8]. Early detection of eye disease can increase the 

chances of more effective treatment and prevent permanent 

damage to vision. However, challenges in diagnosing eye 

diseases often arise due to the low quality of medical images. 

Detecting eye disease is important enough to prevent 

permanent blindness, but low-resolution medical images often 

hinder the classification process and interfere with eye disease 

detection. Image upscaling technology can help improve the 

quality of medical images, allowing for a more accurate 

classification process and more effective early diagnosis. 

Low-resolution images have relatively low pixel density, so 

a super-resolution method is needed to improve the image 

quality to a higher resolution so that visual information can be 

displayed more clearly and in detail [9]. Blurry or low-quality 

images can make identifying early signs of eye diseases 

difficult, so a technology that can significantly improve image 

quality is needed. This study develops an image upscaling 

method for detecting eye diseases to improve accurate 

identification and test the upscaling method. Early detection 

of eye diseases such as cataracts, glaucoma, and retinal disease 

is very important to prevent blindness, and the use of digital 

image processing technology, such as Convolutional Neural 

Network (CNN), can help in the process of classifying and 

identifying eye disorders with satisfactory accuracy [10].  

Eye diseases are often difficult to detect early due to low 

image quality. Therefore, digital image processing 

technologies, such as Convolutional Neural Networks (CNN), 

can improve accuracy in classifying and identifying eye 

diseases. CNN can effectively classify various eye conditions, 

including cataracts, glaucoma, and retinal diseases, which are 

the primary focus of this study. However, despite the 

promising results, CNN models still face challenges in 

detecting subtle disease signs in low-resolution images, thus 

indicating a research gap in improving the accuracy of early-

stage detection in medical image classification. Convolutional 

Neural Network (CNN) is a deep learning-based method that 

is effective in classifying diseases [11]. Using CNN for eye 

disease classification can improve the accuracy of diagnosis 

and accelerate the disease identification process [12]. This 

study involves the use of eye disease detection image datasets 

with the Convolutional Neural Network (CNN) model and 

MobileNetV2 architecture [13].  The development of this 

model can improve the identification of eye diseases.  

Upscaling is the process of increasing the resolution of an 

image from low resolution to high resolution by estimating 

new pixel values based on existing pixels. In the process, the 

low-resolution image is mapped into a larger image [14]-[21]. 

In this study, the upscaling technique used is the Enhanced 

Super-Resolution Generative Adversarial Network 

(ESRGAN) method. Enhanced Super-Resolution Generative 

Adversarial Network (ESRGAN) is a deep learning-based 

model used to increase the resolution of low-quality images by 

producing high-quality and detailed images through 

adversarial training, where the generator network creates 

realistic images, and the discriminator network distinguishes 

between the original image and the generated image [22].  

This study optimized low-resolution eye images, including 

normal eye images, cataracts, glaucoma, and retinal diseases, 

by enhancing their resolution from 128x128 to 512x512 using 

ESRGAN. To evaluate the consistency of the upscaling 

method, a second test was conducted on a skin dataset. The 

resolution enhancement through this upscaling technique 

consistently improved performance, with an accuracy increase 

of approximately 1%. The upscaling results produced clearer 

images, contributing to a more effective image classification 

process. With improved image quality, the classification 

model can more accurately detect signs of various eye 

condition. The application of this upscaling technique is 

expected to make it easier for medical personnel to identify 

diseases, thereby helping medical professionals make more 

accurate decisions and improving the accuracy of deep 

learning models in automatic medical diagnosis [23]. 

 
II. MATERIALS AND METHODS 

This study aims to implement an upscaling technique to 

optimize the classification of low-resolution medical images. 

The research focuses on utilizing ESRGAN to enhance the 

resolution of input images from 128x128 pixels to 512x512 

pixels. With the improved image quality, the classification 

performance using the MobileNetV2 model is expected to 

achieve higher accuracy in identifying medical conditions. 

A. DATASET 

This study uses an image dataset for eye disease detection 

obtained from Kaggle as an open-source source 

(https://www.kaggle.com/datasets/jr2ngb/cataractdataset/data

).  The eye dataset consists of a total of 601 images divided 

into four classes, namely ‘Normal’ with a total of 300 images, 

‘Cataract’ with a total of 100 images, ‘Glaucoma’ with a total 

of 101 images, and ‘Retina Disease’ with a total of 100 images 

[24]. The selection of the eye dataset with four classes tests the 

model's ability to detect common eye diseases to obtain 

accurate classification results. 

While the second dataset, namely the skin dataset, consists 

of a total of 95 images divided into three classes, namely ‘mel’ 

with a total of 39, ‘bcc’ with a total of 30, ‘akiec’ with a total 

of 26 (https://www.kaggle.com/datasets/artakusuma/basedir).  

To improve the model's accuracy and address the imbalance 

in the number of images across categories, data augmentation 

techniques were applied. With this augmentation, the number 

of images in each category became more balanced: 224 

images for the 'akiec' category, 228 images for the 'bcc' 

category, and 237 images for the 'mel' category. Data 

augmentation aims to generate new variations from the 

existing images, such as rotation, resizing, and flipping. This 

allows the model to be trained with a more diverse set of 

examples, which helps improve its accuracy in classifying 

images from all three categories. 

FIGURE 1 shows an example of an image in this dataset 

[25]. Although the skin image dataset consists of seven 
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classes, this test is focused on only three classes to maintain 

consistency and ensure that the upscaling method can be tested 

well on limited classes. This is done to assess the consistency 

and effectiveness of the upscaling method so that it can be 

tested and its capabilities proven not only on medical eye 

images but also on medical skin images.  

 

    
   

                         (a)                    (b) 

FIGURE 1. Eye images (a) and skin images (b). 

B. ESRGAN UPSCALING METHOD 

This study aims to enhance low-resolution images by applying 

the Enhanced Super-Resolution Generative Adversarial 

Networks (ESRGAN) method. Improving the quality of eye 

and skin images is very important to medical personnel, 

especially in determining the type of disease and its 

classification. FIGURE 2 illustrates the workflow of the 

applied method. 

 

FIGURE 2. Workflow of the applied method. 

 

The first step in this research starts from the data 

preprocessing stage, where the data will be processed for 

further preparation. Furthermore, the upscaling process is 

carried out from the low-resolution dataset to the high-

resolution dataset to increase the image resolution of the 

dataset using ESRGAN [26], [27], [28] (FIGURE 3). 

Enhanced Super-Resolution Generative Adversarial Network 

(ESRGAN) is a development of the Super-Resolution 

Generative Adversarial Network (SRGAN), which works 

with two generator neural networks tasked with creating high-

resolution images and a discriminator that evaluates whether 

the image is real or artificial [29], [30].  

 

 

FIGURE 3. Residual in Residual Block (RRDB) ESRGAN [30]. 

 

ESRGAN is an improvement on the SRGAN method, both 

of which use GAN. Generative Adversarial Networks (GAN) 

is a framework for estimating generative models through 

adversarial processes [31]. The use of ESRGAN in the pre-

processing process helps to improve the model's learning 

ability, which has a positive impact on classification accuracy 

[32], [33].  

To train the ESRGAN model, the collected images were 

initially down-sampled to a resolution of 128x128 using 

LANCZOS. The LANCZOS interpolation function uses Eq. 

(1) [30]and Eq. (2) [30]as follows. 

𝐿(𝑥) = 𝑠𝑖𝑛𝑐(𝑥) . 𝑠𝑖𝑛𝑐 (
𝑥

𝑎
)       (1) 

      

𝑠𝑖𝑛𝑐(𝑥) =  
sin(𝜋𝑥)

𝜋𝑥
        (2) 

Based on Eq. (1), (𝐿(𝑥)) is a combination of two functions, 

where (𝑥) serves as the input that determines the pattern, while 

(𝑎) is the scaling factor that affects the width of the second 

function. 𝑖𝑓 𝑎 > 1, the second function will widen while 

𝑖𝑓 0 < 𝑎 < 1, the function will narrow. Meanwhile, 

according to Eq. (2), the function 𝑠𝑖𝑛𝑐(𝑥) combines the wave 

pattern of sin(𝜋𝑥) with the damping effect caused by 𝜋𝑥 in its 

denominator. As a result, this function oscillates like a wave, 

but its amplitude decreases symmetrically as it moves away 

from the point 𝑥 = 0. 

The LANCZOS model is a down-sampling model that is 

suitable for upscaling techniques [34]. After that, data 

preprocessing was performed, and then the images were 

upscaled using ESRGAN to increase their resolution to 

512x512.  
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FIGURE 4. Example of the upscaling process for eyes and skin dataset. 

  

This process produces low-resolution and high-resolution 

datasets generated through the ESRGAN upscaling technique 

(FIGURE 4). These two datasets will be compared to evaluate 

the effectiveness of ESRGAN in improving the performance 

of the image retrieval system. The comparison aims to 

determine whether the application of ESRGAN can improve 

the quality and accuracy of image retrieval. Furthermore, 

similar testing will also be carried out on the skin dataset. Eq. 

(3) [35], (4) [35], and (5) [35] are calculated to evaluate 

classification performance and the F1 Score. 

 

𝐹1 = 2 .
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛.𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑅𝑒𝑐𝑎𝑙𝑙
         (3) 

  

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠

𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠+𝐹𝑎𝑙𝑠𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠
       (4) 

       

𝑅𝑒𝑐𝑎𝑙𝑙 =  
𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠

𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠+𝐹𝑎𝑙𝑠𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒𝑠
       (5) 

 

F1-score is a metric that combines Precision and Recall to 

evaluate the model's performance. Precision measures the 

accuracy of positive predictions, while Recall measures the 

model's ability to find all positive cases. F1-score provides a 

balance between the two, helping to minimize both false 

positives and false negatives. These two datasets aim to 

measure the consistency of accuracy improvements made 

using the ESRGAN upscaling technique. 

C. CLASSIFICATION MODEL EVALUATION  

 

𝑋 = 𝑃𝑟𝑒𝑝𝑟𝑜𝑐𝑒𝑠𝑠𝑖𝑛𝑔(𝐷)        (6) 

As represented by the Eq. (6) [13], where the dataset 𝐷 is 

prepared and transformed into input data 𝑋 through processes 

like resizing and normalization. This process ensures that the 

data is in the correct format for the model.   

The data is divided into two parts: training and test data. 

The next step is model development, as in block FIGURE 5 

for MobileNetv2. The model will be built based on previously 

prepared data. The model used in this study for image 

classification is the MobileNetv2 model. MobileNetV2 is a 

development of the MobileNetV1 architecture, which is 

designed to minimize resource usage while maintaining high 

accuracy [13].  

𝐹 = 𝑀𝑜𝑏𝑖𝑙𝑒𝑁𝑒𝑡𝑉2_𝐵𝑎𝑠𝑒(𝑥)  (7)   

    

Eq. (7) show that the input data 𝑥 is passed through the 

MobileNetV2 convolutional layers, which extract important 

features 𝐹 from the images. [13]. 
 

 
 

(a)                                              (b) 

 
FIGURE 5. Example block for the MobileNetv2 [13] (a) Stride = 1 Block (b) 
Stride = 2 Block. 

 

After feature extraction, Global Average Pooling (GAP) is 

applied to reduce the dimensionality of the feature maps while 

preserving important information. This pooling operation 

transforms the features 𝐹 into a compact vector representation 

𝐺 as described by the Eq. (8) [13]. 

 

𝐺 = 𝐺𝑙𝑜𝑏𝑎𝑙𝐴𝑣𝑔𝑃𝑜𝑜𝑙𝑖𝑛𝑔(𝐹)       (8)   

          

The feature vector 𝐺 is then passed through the fully 

connected (dense) layer to calculate the logit scores 𝑍 for each 

class. Where 𝑊 represents the weight matrix, and b is the bias 

vector. 𝑏 represents the bias vector, which enables the model 

to make necessary adjustments by incorporating a constant 

value into the computation, thus providing more flexibility in 

the learning process. These scores are computed using the Eq. 

(9) [13]. 
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𝑍 = 𝑊. 𝐺 + 𝑏               (9)              

The Softmax activation function, (�̂�𝑘) represents the 

probability for class (𝑘1), calculated by comparing the score 

(𝑍𝑘) of that class with the scores of the other classes. Here, 

(𝑍𝑘) is the input value for class (𝑘1), typically obtained from 

the model's output (such as logits or values before activation). 

The exponential function (𝑒𝑍𝑘) is used to convert ( 𝑍𝑘) into a 

positive number and amplify differences between classes. The 

denominator (∑ 𝑒𝑍𝑗𝐶
𝑗=1 ) is the sum of the exponentials of all 

classes, ensuring that the total probability across all (𝐶) classes 

sums to 1. In this way, Softmax converts the scores into 

probabilities that can be interpreted as the predicted likelihood 

for each class. Can be seen in Eq. (10) [31] 

�̂�𝑘 =  
𝑒𝑍𝑘

∑ 𝑒
𝑍𝑗𝐶

𝑗=1

      (10) 

where 𝐿 is a measure of error that shows how far the model's 

prediction is from the correct label. 𝑁 is the number of data 

used for training and 𝐶 is the number of available classes. 

(𝑦𝑖,𝑘) is the true label for class (𝑘) of the ( 𝑖)-th data point, 

while (�̂�𝑖,𝑘) is the predicted probability for that class. The 

logarithmic function (�̂�𝑖,𝑘) calculates the penalty given when 

the model makes an incorrect prediction. During training, this 

value is minimized, so the model makes more accurate 

predictions by assigning higher probabilities to the correct 

class. The summation is done for all the available data. The 

Eq.  (11) [36].     

𝐿 =  − 
1

𝑁
 ∑ ∑ 𝑦𝑖,𝑘

𝐶
𝑘=1

𝑁
𝑖=1 log(�̂�𝑖,𝑘)          (11)           

Classification using Convolutional Neural Network (CNN) 

with the MobileNetV2 model in this study aims to help 

medical personnel determine the types of diseases more easily 

and utilize transfer learning to increase time efficiency [37]. 

With transfer learning, the model can be trained faster, using 

knowledge from the previous model, thereby speeding up the 

diagnosis process and helping to detect eye diseases more 

accurately. 

III. RESULT  

Before the training process begins, the images in the dataset 

are down-sampled to a resolution of 128x128 pixels using the 

Lanczos method, a ‘sinc’ filter-based interpolation technique. 

This method is very effective for down-sampling because it 

can better maintain the sharpness and smoothness of the 

image. The Lanczos filter is a ‘sinc’ kernel-based interpolation 

method used for resampling digital signals, known for its 

ability to produce smooth and sharp interpolations, as well as 

reduce artifacts [38]. ESRGAN uses a Residual-in-Residual 

Dense Block (RRDB) as the basic unit without batch 

normalization, which increases the capacity and ease of 

training deeper networks [39], [40]. ESRGAN model training 

is performed with various hyperparameter adjustments to 

ensure the model runs optimally and efficiently. After the 

ESRGAN model is trained, the resulting high-resolution 

images show significant quality improvement compared to 

low-resolution input images. The ESRGAN model can 

enhance important details in eye and skin disease images, 

preserving intricate patterns and textures for accurate image 

classification and retrieval. 

𝑃𝑆𝑁𝑅 = 10𝑙𝑜𝑔10 (
(𝐿−1)

𝑀𝑆𝐸
)

2
= 20𝑙𝑜𝑔10 (

𝐿−1

𝑅𝑀𝑆𝐸
)     (12)

      

According to Eq. (12) [41], Peak Signal-to-Noise Ratio 

(PSNR) is a metric used to measure the quality of a 

reconstructed image by comparing it to the original image. L 

is the maximum pixel intensity value, MSE or Mean Squared 

Error is the average of the squared pixel differences between 

the original and reconstructed images, and RMSE or Root 

Mean Squared Error is the root of MSE, which is used to 

adjust the units to the original image. PSNR is very important 

in image processing, especially when assessing the 

effectiveness of image upscaling techniques. 

The formula works as follows: The first part explains that 

PSNR is calculated by multiplying 10 by the base-10 

logarithm of the ratio between the square of the maximum 

pixel intensity value and the MSE. A higher PSNR value 

indicates better image reconstruction or compression quality. 

The second part of the formula is an alternative form that 

uses RMSE, the square root of MSE, in the calculation. The 

factor of 20 in this formula comes from using the logarithm 

twice for the square of the MSE error. 

The results of evaluating the quality of the resulting image 

are measured using the PSNR metric, which is used to assess 

image quality based on the level of distortion. The average 

PSNR score achieved by the model on the eye dataset is 

41.92 dB, while on the skin dataset, it is 37.64 dB. The MSE 

value on the eye image dataset is 63989.00, and on the skin 

dataset, it is 64212.17. A high PSNR score indicates better 

image quality and less distortion [42], [43], [44]. This 

indicates a high level of similarity between the generated 

image and the original high-resolution image. 

FIGURES 6 and FIGURE 7 show that the resulting high-

resolution images (on the right) show much superior clarity 

and detail compared to the low-resolution images (on the 

left). The ESRGAN model successfully recovers fine details 

and textures from the eye and skin disease images. With this 

increased resolution, small elements previously hidden in the 

low-resolution images are now more visible, making 

classification easier by the deep learning model. This 

upscaling result visually represents disease detection and 

medical diagnosis as a whole.  

 

   
 

                (a)                     (b) 

FIGURE 6. Eye images before (a) and after (b) upscaling. 
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(a)                    (b) 

FIGURE 7. Skin images before (a) and after (b) upscaling. 

 

Testing was conducted using the ESRGAN method's 

upscaling technique, and classification was done using the 

CNN MobileNetV2 model. Tables I and II show the testing 

results using the previously mentioned models. TABLE 1 

presents the classification test results of the eye image 

dataset before and after ESRGAN-based upscaling. Before 

upscaling, the overall model accuracy was 0.63, while after 

upscaling, it only slightly increased to 0.64. In the ‘normal’ 

class, the model initially had a precision of 0.59, recall of 

0.93, and F1-score of 0.73. After upscaling, precision 

increased to 0.64, while recall decreased to 0.85, resulting in 

the F1-score remaining at 0.73. 

For the ‘cataract’ class, the model achieved a precision of 

0.74, recall of 0.81, and an F1-score of 0.77 before upscaling. 

After upscaling, precision slightly changed to 0.76, with 

recall and F1-score both remaining at 0.76. In the ‘glaucoma’ 

class, before upscaling, the model had a precision of 0.80, 

recall of 0.19, and an F1-score of 0.31. After upscaling, 

precision significantly improved to 1.00, but recall decreased 

to 0.14, resulting in the F1-score dropping to 0.25. 

In the ‘retina_disease’ class, the model was unable to 

detect the condition before upscaling (precision, recall, and 

F1-score all were 0.00). After upscaling, there was a 

performance improvement, with precision reaching 0.42, 

recall 0.38, and F1-score 0.40. Overall, these results indicate 

that ESRGAN-based upscaling has a varying impact on each 

disease class. While it can enhance image quality, its effect 

on classification performance heavily depends on the 

specific disease being classified. 

TABLE 1 
Test results for eye image dataset 

Class Before Upscaling After Upscaling 

p R F1-S P R F1-S 

1_normal 0.59 0.93 0.73 0.64 0.85 0.73 

2_cataract 0.74 0.81 0.77 0.76 0.76 0.76 

3_glaucoma 0.80 0.19 0.31 1.00 0.14 0.25 

4_retina_disease 0.00 0.00 0.00 0.42 0.38 0.40 

accuracy 0.63 0.64 

 

 

TABLE 2 

Test Results for Skin Image Dataset 

Class 

Before Upscaling After Upscaling 

p R F1-S P R F1-S 

akiec 0.95 0.89 0.89 0.90 0.98 0.94 

bcc 0.90 0.96 0.96 0.94 0.94 0.94 

mel 0.94 0.94 0.94 0.98 0.90 0.94 

accuracy 0.93 0.94 

 

TABLE 2 shows the classification test results for the skin 

image dataset, illustrating the impact of ESRGAN-based 

upscaling on the model’s performance. Before upscaling, the 

overall model accuracy was 0.93, with varying results across 

different classes. In the ‘akiec’ class, precision was 0.95, 

recall 0.89, and F1-score 0.89. After upscaling, precision 

slightly decreased to 0.90, recall increased to 0.98, and the 

F1-score rose to 0.94, indicating improved performance in 

detecting this class.  

For the ‘bcc’ class, the model initially had precision of 

0.90, recall 0.96, and F1-score 0.96. After upscaling, 

precision slightly increased to 0.94, while recall and F1-

score remained unchanged at 0.94, indicating that upscaling 

had no significant impact on this class. In the ‘mel’ class, 

before upscaling, precision was 0.94, recall 0.94, and F1-

score 0.94. After upscaling, precision increased to 0.98, 

while recall decreased to 0.90, and F1-score remained at 

0.94, showing improved precision despite a slight decrease 

in recall.  

The overall accuracy increased from 0.93 to 0.94 after 

ESRGAN-based upscaling, reflecting a slight improvement 

in the model’s performance. These results demonstrate that 

upscaling through ESRGAN enhances the model’s ability to 

identify features, especially for the ‘akiec’ class. While the 

impact on some classes, such as ‘bcc’, is relatively small, 

upscaling provides significant improvement in other classes, 

such as ‘mel’, leading to better feature detection and 

classifications. 
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(±16.80) 
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(±16.80) 
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(±0.00) 

0.00% 

(±0.00) 

3_glaucoma 80.95% 

(±16.80) 

0.00% 

(±0.00) 

19.05% 

(±16.80) 

0.00% 

(±0.00) 

 4_retina_dise
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85.71% 
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FIGURE 8. Confusion matrix for eye dataset before upscaling 
 

 

https://jeeemi.org/index.php/jeeemi/index


Journal of Electronics, Electromedical Engineering, and Medical Informatics 
Multidisciplinary: Rapid Review: Open Access Journal                                Vol. 7, No. 2, April 2025, pp: 460-470;  eISSN: 2656-8632 

Homepage: jeeemi.org                                                                                                                                                                                                              466               

Overall, ESRGAN-based upscaling consistently 

improves the model’s performance, with an accuracy 

increase of approximately 0.01 (1%) across both datasets. 

This proves that this upscaling technique is reliable in 

enhancing image quality and classification accuracy for skin 

disease images. FIGURE 8 shows the model's prediction 

results for the eye disease dataset before upscaling. This 

dataset consists of four categories: '1_normal', '2_cataract', 

'3_glaucoma', and '4_retina_disease'. The model performed 

well in classifying '1_normal' images, correctly identifying 

93.44% of the images as normal. However, some images 

from the '1_normal' class were misclassified as '2_cataract', 

accounting for 6.56%. This indicates that the model struggles 

to differentiate between healthy eyes and those showing 

early signs of cataracts. The margin of ±6.21% reflects the 

level of uncertainty or variation in the model's predictions, 

meaning the error rate can vary around this value. 

For the '2_cataract' class, the model correctly classified 

80.95% of the images as cataracts, but 19.05% of the images 

from this class were misclassified as '1_normal'. This 

suggests that the model has difficulty recognizing cataract 

features, which may resemble normal eye images. The 

margin of ±16.80% indicates that misclassifications are more 

frequent in this class, likely due to the visual similarities 

between cataracts and healthy eyes. 

The model's performance for the '3_glaucoma' class was 

poor, with only 19.05% of images correctly classified as 

'3_glaucoma'. The remaining 80.95% were misclassified, 

including 6.56% predicted as '1_normal' and 19.05% as 

'2_cataract'. No images were predicted as '4_retina_disease'. 

The margin of ±16.80% shows that the model faces 

challenges in recognizing glaucoma features, such as optic 

nerve damage, which are difficult to detect in low-resolution 

images. 

For the '4_retina_disease' class, the model correctly 

identified 85.71% of the images. However, 9.52% of the 

images were misclassified as '1_normal', and 4.76% as 

'2_cataract'. No images were predicted as '3_glaucoma'. The 

margin of ±14.97% in this class indicates that, although the 

model is better at identifying retinal disease, there are still 

misclassifications that need to be addressed. 

Overall, the model performs better in identifying 

'1_normal' images but struggles with detecting diseases such 

as cataracts, glaucoma, and retinal disease. 

Misclassifications are more frequent between disease 

classes, highlighting the need for improved recognition of 

specific disease features, particularly for glaucoma and 

cataracts. The model's performance could be improved by 

using higher-resolution images and better feature extraction 

techniques to handle the subtle visual differences between 

disease classes. Reducing the margin or uncertainty in these 

classifications could help increase the model's accuracy.  

FIGURE 9 shows the results of the confusion matrix after 

the image upscaling process for eye condition classification. 

This matrix provides an overview of how well the model 

predicted eye conditions by showing the number of correct 

and incorrect predictions for each category. The four eye 

condition categories tested are ‘1_normal’, ‘2_cataract’, 

‘3_glaucoma’, and ‘4_retina_disease’. 

Confusion Matrix 

Actual 

1_normal 85.25% 

(±8.90) 

6.56% 

(±6.21) 

0.00% 

(±0.00) 

8.20% 

(±6.88) 

2_catara

ct 

9.52% 

(±12.56) 

76.19% 

(±18.22) 

0.00% 

(±0.00) 

14.29% 

(±14.97) 

3_glauco
ma 

66.67% 

(±20.16) 

4.76% 

(±9.11) 

14.29% 

(±14.97) 

14.29% 

(±14.97) 

 4_retina_

disease 

61.90% 

(±20.77) 

0.00% 

(±0.00) 

0.00% 

(±0.00) 

38.10% 

(±20.77) 

 Predicted  

FIGURE 9. Confusion matrix for eye dataset after upscaling 

 

In the '1_normal' class, the model correctly classified 

85.25% of images as '1_normal'. However, there were some 

misclassifications, with 6.56% of images being incorrectly 

predicted as '2_cataract', 8.20% as '4_retina_disease', and no 

images predicted as '3_glaucoma'. This suggests that while 

the model was accurate in recognizing healthy eyes, it still 

struggled to distinguish between healthy eyes and those 

showing early signs of other conditions, such as cataracts and 

retina diseases. The margin of ±8.90% indicates a reasonable 

variation in the predictions. 

For the '2_cataract' class, the model correctly classified 

76.19% of images as '2_cataract'. However, 9.52% were 

misclassified as '1_normal' and 14.29% as '4_retina_disease'. 

This indicates that the model had difficulty recognizing the 

characteristic patterns of cataracts, which might resemble 

healthy eye images or signs of retina disease. The margin of 

±18.22% reflects a higher level of uncertainty in predictions 

for this class. 

For the '3_glaucoma' class, the model correctly classified 

66.67% of images as '3_glaucoma'. However, 4.76% were 

misclassified as '2_cataract', 14.29% as '1_normal', and 

14.29% as '4_retina_disease'. These misclassifications 

suggest that the model struggled to recognize the distinctive 

features of glaucoma, such as optic nerve damage, which 

may be too subtle to detect with the image data used. The 

margin of ±20.16% indicates significant variation in the 

predictions for this class. 

In the '4_retina_disease' class, the model correctly 

classified 61.90% of images as '4_retina_disease'. However, 

there were misclassifications, with 38.10% of images 

predicted as '1_normal'. No images were predicted as 

'2_cataract' or '3_glaucoma', indicating that the model had 

difficulty recognizing the specific features of retina diseases, 

such as abnormal blood vessel patterns or tissue damage. The 

margin of ±20.77% suggests considerable uncertainty in the 

predictions for this class. 

Overall, while the model performed better in identifying 

healthy eyes as '1_normal', it struggled with classifying other 

eye conditions such as cataracts, glaucoma, and retina 

diseases. This may be due to difficulties in distinguishing 

between visually similar features across conditions or 

insufficient data to adequately represent each class. The 

https://jeeemi.org/index.php/jeeemi/index


Journal of Electronics, Electromedical Engineering, and Medical Informatics 
Multidisciplinary: Rapid Review: Open Access Journal                                Vol. 7, No. 2, April 2025, pp: 460-470;  eISSN: 2656-8632 

Homepage: jeeemi.org                                                                                                                                                                                                              467               

margin of variation indicates uncertainty in the model’s 

predictions, which could be reduced with better data or more 

advanced feature extraction techniques. 
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FIGURE 10. Confusion matrix for skin dataset before upscaling 

 

FIGURE 10 presents the model's performance in 

classifying different types of skin diseases prior to the 

upscaling of the data. The model was tested on three different 

classes: 'akiec', 'bcc', and 'mel'. In the 'akiec' class, the model 

was able to correctly classify 41 images as 'akiec'. However, 

there were some misclassifications, with 3 images being 

incorrectly identified as 'bcc' and 2 images as 'mel'. These 

errors suggest that the model faces difficulties in 

distinguishing 'akiec' from the other conditions, particularly 

'bcc' and 'mel', especially when the images have similar 

visual features. 

In the 'bcc' class, the model correctly identified 45 images 

as 'bcc', indicating that it was generally successful at 

identifying this condition. However, it still made some 

misclassifications, with 1 image being wrongly identified as 

'akiec' and another misclassified as 'mel'. These 

misclassifications indicate that, while the model performs 

well in identifying 'bcc', it still has difficulty differentiating 

it from 'mel', as the two conditions may appear visually 

similar in the images. 

In the 'mel' class, the model performed relatively well, 

correctly classifying 46 images as 'mel'. Nevertheless, the 

model also misclassified 1 image as 'akiec' and 2 images as 

'bcc'. This demonstrates that although the model performs 

better in identifying 'mel', it still encounters challenges, 

particularly when distinguishing it from 'akiec' and 'bcc'. 

Overall, the model exhibits a relatively high error rate, 

particularly in classifying the 'akiec' and 'bcc' classes. This 

suggests that the model needs further refinement and 

improvement. Possible solutions to enhance its performance 

include incorporating more training data or applying more 

advanced techniques to improve the model's accuracy and its 

ability to differentiate between similar skin conditions 

effectively. 

FIGURE 11 shows the confusion matrix results for skin 

disease classification after the data upscaling process. This 

matrix illustrates the model's accuracy and misclassification 

errors for three skin disease categories ‘akiec’, ‘bcc’, and 

‘mel’. The Margin of Error (MoE) values represent the 

variation in predictions for each class. 

In the ‘akiec’ class, the model correctly classified 97.83% 

of the images as ‘akiec’. However, 2.17% of the images were 

misclassified as ‘bcc’. The margin of error for this class is 

±4.21%, indicating a small variation in the model's ability to 

differentiate between ‘akiec’ and ‘bcc’. This suggests that 

while the model performs well in recognizing ‘akiec’, it still 

struggles to distinguish it from ‘bcc’. 
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FIGURE 11. Confusion matrix for skin dataset after upscaling 

 

In the ‘bcc’ class, the model correctly classified 93.62% 

of the images as ‘bcc’. However, 4.26% were misclassified 

as ‘akiec’, and 2.13% as ‘mel’. The margin of error for this 

class is ±6.99%, indicating a higher level of uncertainty in 

classifications for this category. The model's difficulty 

distinguishing ‘bcc’ from ‘akiec’ and ‘mel’ highlights the 

need for better differentiation techniques. 

In the ‘mel’ class, the model correctly classified 89.80% 

of the images as ‘mel’. However, 6.12% were misclassified 

as ‘akiec’, and 4.08% as ‘bcc’. The margin of error for this 

class is ±8.48%, which is higher compared to the other two 

classes. This suggests significant challenges in 

distinguishing ‘mel’ from ‘akiec’ and ‘bcc’, likely due to 

visual similarities between the three classes or insufficient 

training data. 

Overall, the upscaling process has helped improve the 

model's performance, especially for the ‘bcc’ and ‘mel’ 

classes, as reflected by the relatively high classification 

accuracy. However, the model still struggles to distinguish 

the ‘akiec’ class from the other two. The existing margin of 

error reflects uncertainty in the model's predictions, 

particularly in the ‘bcc’ and ‘mel’ classes. To improve 

accuracy, particularly for the ‘akiec’ class, better learning 

techniques or a more diverse training dataset may be required 

to reduce misclassification rates and margin of error. 

IV. DISCUSSION 

The results of this study provide very important insights into 

the impact of applying ESRGAN-based upscaling 

techniques to medical image datasets, especially for the 

classification of eye and skin diseases. This upscaling 

technique increases the image resolution from 128x128 

pixels to 512x512 pixels, ultimately improving the model's 

classification performance. This improvement plays an 

important role in image quality to help deep learning models 

recognize visual patterns that support more accurate disease 

detection. 
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On the eye disease dataset, the overall accuracy increased 

slightly from 63% to 64% after upscaling, indicating a 

modest improvement in the model's ability to recognize 

patterns in high-resolution images. Specifically, in the 

'1_normal' class, although precision (P) increased from 0.59 

to 0.64 and recall (R) decreased from 0.93 to 0.85, the F1 

score remained unchanged at 0.73. This suggests that while 

high-resolution images allow the model to detect finer 

details, it did not significantly impact the identification of 

this class. The '4_retina_disease' class showed noticeable 

improvement, with the F1 score rising from 0.00 to 0.40 after 

upscaling, although precision and recall remained relatively 

low at 0.42 and 0.38, indicating that higher resolution had a 

slight positive effect on the model's performance in 

identifying this class.  

However, the '3_glaucoma' class showed unsatisfactory 

results after upscaling, despite precision increasing from 

0.80 to 1.00, while recall decreased from 0.19 to 0.14. This 

may be due to overfitting or changes in the characteristics of 

the class after upscaling, suggesting that simply increasing 

resolution is not enough to improve performance in this class 

without further adjustments in training or data augmentation 

strategies. 

On the skin disease dataset, the overall accuracy 

increased slightly from 93% to 94%. The largest 

improvement was seen in the 'mel' class, where the F1 score 

remained stable at 0.94, although precision increased from 

0.94 to 0.98 and recall decreased slightly from 0.94 to 0.90. 

The 'bcc' class showed no significant change, with the F1 

score remaining at 0.96, indicating that upscaling had little 

effect on the model's performance for this class. On the other 

hand, the 'akiec' class showed a significant improvement, 

with the F1 score rising from 0.89 to 0.94, indicating a large 

enhancement after upscaling. 

These observations emphasize how dataset 

characteristics can affect model performance. Classes with 

more data, such as '1_normal' and 'bcc', showed larger 

improvements after upscaling compared to classes with 

smaller datasets, like '3_glaucoma' and '4_retina_disease'. 

This highlights the importance of addressing data imbalance 

through techniques like data augmentation to ensure more 

consistent model performance across all classes. 

This research is consistent with previous research 

regarding the success of ESRGAN in improving image 

quality, especially in medical fields such as histopathology 

[45]. The research shows that the model becomes more 

effective at recognizing important details after applying 

super-resolution techniques. However, the results of this 

study also reveal that the impact of upscaling techniques can 

increase accuracy and consistency depending on the type of 

dataset used. For example, one study explains that on 

medical datasets with more complex images, using a more 

efficient model architecture such as EfficientNet provides 

better results [46]. This is different from this research, which 

only used MobileNetV2. Therefore, using more 

sophisticated models such as EfficientNet can improve 

classification performance on medical datasets. Thus, it is 

possible that classification performance can be further 

improved by switching model architectures or trying 

different combinations of upscaling techniques. 

Another limitation is that one super-resolution technique, 

ESRGAN, and one classification model, MobileNetV2, are 

used. Although ESRGAN effectively improves image 

quality, exploring alternative methods such as SRGAN or 

bicubic interpolation may provide additional insight into the 

best approach for upscaling medical images. Likewise, using 

more sophisticated classifiers such as EfficientNet can 

improve performance on high-resolution datasets. In 

addition. Although PSNR provides a quantitative measure of 

distortion, this metric does not always correlate with 

classification performance. 

The implications of this study are highly significant, 

especially in the field of medical imaging and disease 

detection. Enhancing the resolution of medical images can 

support better diagnosis by allowing deep learning models to 

identify subtle patterns that may be missed in lower-

resolution images. However, it is essential to address the 

limitations associated with certain diseases, such as 

glaucoma, where resolution enhancement alone may not be 

enough. Future research could focus on exploring alternative 

upscaling methods and incorporating more diverse data 

augmentation strategies to further improve model 

robustness. Additionally, incorporating more advanced 

neural network architectures that specialize in medical image 

classification could enhance performance across all disease 

classes. This research encourages further exploration into 

combining various image enhancement techniques with 

cutting-edge model architectures to improve the accuracy 

and reliability of AI-driven medical image analysis. 

V. CONCLUSION 

The conclusion of this study shows that the use of the 

Enhanced Super-Resolution Generative Adversarial Network 

(ESRGAN) method successfully increases the resolution of 

low-resolution images into high-resolution images with 

sharper details and clearer textures in medical image datasets, 

especially for the detection of eye and skin diseases. By using 

ESRGAN, the image quality that was initially 128x128 pixels 

was successfully increased to 512x512 pixels, which had a 

positive impact on the classification accuracy using the 

MobileNetV2 model. The test results show a consistent 

increase in classification accuracy of 1% after applying the 

upscaling technique, with the final accuracy on the eye dataset 

reaching 64% and the skin dataset reaching 94%. A high 

PSNR metric indicates better image quality and minimal 

distortion, indicating that ESRGAN is effective in improving 

image detail and clarity. The PSNR and MSE results obtained 

for the eye dataset were respectively 41.92 dB and the MSE 

value was 63989.00. In the skin dataset, PSNR is 37.64 dB and 

MSE is 64212.17. These results show that ESRGAN 

effectively improves image detail and clarity, and improves 

the visual quality of medical images. The upscaling technique 

used in this study can improve the accuracy and consistency 

of classification in eye and skin datasets. The improvement in 

the quality of the resulting image also provides direct benefits 

for medical personnel because it helps medical personnel in a 
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more accurate diagnosis process, so it is expected to increase 

efficiency and effectiveness in medical decision-making. 

Therefore, this method is expected to contribute to 

accelerating disease detection accurately and precisely. 
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