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ABSTRACT Liver cancer can be identified using CT-Scan liver image segmentation. Liver segmentation can be performed 

using CNN architecture like U-Net. However, the segmentation results using U-Net architecture are affected by image quality. 

Low image quality can affect the accuracy of segmentation results. This study proposes a combination of image enhancement 

and segmentation stages on CT-Scan liver images. Image enhancement is achieved by using a combination of CLAHE to 

enhance contrast and Bilateral Filter to reduce noise. The segmentation architecture proposed in this study is Double U-Net 

which is a development of U-Net architecture by adding a second U-Net block with the same structure as a single U-Net. The 

first U-Net is used to extract simple features, while the second U-Net is used to extract more complex features and enhance the 

segmentation results of the first U-Net. PSNR and SSIM measure the results of image enhancement. The PSNR is more than 

40dB and the SSIM result is close to 1. These results show that the proposed image enhancement method can enhance the 

quality of original images. The segmentation results were measured by calculating accuracy, sensitivity, specificity, dice score, 

and IoU. The result of liver segmentation obtained 99% for accuracy, 98% for sensitivity, 99% for specificity, 98% for dice 

score, and 90% for IoU. This shows that liver segmentation using Double U-Net obtained good segmentation. Results of image 

enhancement and image segmentation show that the proposed method is very good for enhancing image quality and performing 

liver segmentation accurately. 

INDEX TERMS Image Enhancement, Segmentation, CLAHE, Bilateral Filter, Double U-Net. 

I. INTRODUCTION 

Liver cancer ranks sixth in the ranking of the most common 

cancers in humans. Liver cancer is caused by inflammation or 

cirrhosis of the liver [1]. Based on data from GLOBOCAN 

2022, there were 866,136 cases of liver cancer with 758,725 

deaths [2]. Liver cancer detection is performed by doctors and 

radiologists by manually observing CT-scan images of the 

liver. This observation is carried out to identify the tumor area 

and provide a mark by drawing a boundary line in the tumor 

area to obtain information in the form of volume, shape, and 

location of the tumor area [3]. This manual detection process 

is subjective, time-consuming, and susceptible to mistakes [4]. 

To overcome this, an automatic system is needed that can 

detect liver cancer more quickly and accurately, one of which 

is liver segmentation. 

Liver segmentation is a technique used to separate liver 

from other organs in CT scan images. The results of liver 

segmentation can be used to diagnose liver diseases such as 

liver cancer [5]. Several studies on liver segmentation have 

been conducted using the watershed and adaptive threshold 

methods [6], morphological operators [7], and marker 

controlled watershed transform [8]. These studies still use 
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conventional methods, which are limited in handling large 

datasets, complex data features and variations, and data with 

overlapping features. One of the methods that can overcome 

the weaknesses of conventional methods is deep learning. A 

commonly used deep learning technique for segmentation is 

the Convolutional Neural Network (CNN) [9], [10]. CNN can 

extract and learn image features well so that it can produce 

good segmentation results [11], [12]. U-Net is a CNN 

architecture frequently employed for segmentation tasks [13]–

[17]. U-Net is an architecture that effectively extracts image 

features. It consists of encoder, bridge, and decoder parts. The 

functions of the encoder part is to extract features, the decoder 

part functions to reconstruct features in the image, and the 

bridge functions to connect the encoder and decoder parts [18], 

[19]. Ozcan et al. [20] applied U-Net to liver segmentation 

produced a dice score of 87%, but IoU was still below 85%. 

Ayalew et al. [21] applied U-Net to liver segmentation resulted 

high accuracy above 95%. However, unfortunately, this study 

resulted dice score of below 75%. Liu et al. [22] implemented 

U-Net to liver segmentation, but dice score was still below 

85%. The process of extracting image features in the encoder 

and reconstructing features in the decoder is influenced by 

image quality [23]. Low image quality can affect performance 

of segmentation results because it is prone to errors in 

extracting and reconstructing features [24], [25]. In liver 

segmentation, the quality of the CT-Scan liver image greatly 

affects the segmentation results. The quality of CT-scan 

images is affected by various factors, one of which is the 

technique used for image acquisition.  

CT scan images are taken from a CT machine that emits 

X-rays [26]. X-rays are emitted using a low-dose technique 

that produces CT scan images that have low contrast 

accompanied by increased noise [22], [27], [28]. Low image 

quality can affect the accuracy of segmentation results because 

the model is prone to errors in learning and extracting features 

in the image [29]. To overcome this, a technique is needed to 

enhance contrast, one of which is Contrast Limited Adaptive 

Histogram Equalization (CLAHE) [30], [31]. CLAHE 

enhances contrast based on the distribution of pixel histograms 

in a certain area [32]. CLAHE can enhance image quality and 

help the model learn features in the image [33]. The quality of 

the enhanced image can be measured using various 

performance measures, including PSNR and SSIM [34], [35]. 

PSNR is used to measure the similarity between the original 

image and the enhanced image based on the amount of noise 

that has been successfully handled. The higher the PSNR 

result, the more noise has been removed. Good image quality 

has a PSNR above 30 dB [34], [36], [37]. SSIM is a measure 

of similarity that includes structure, brightness, and contrast 

between two images [38], [39]. The SSIM scale is between 0 

and 1, the closer the SSIM value is to 1, the more similar the 

original image and the preprocessed image [38]. Umilizah et 

al. [40] applied contrast enhancement with CLAHE to CT 

SCAN liver images resulted SSIM of 0.7088. Siddiqi et al [31] 

applied contrast enhancement with CLAHE to CT-SCAN 

liver images resulted in average PSNR of 22.7 dB. In addition 

to low contrast, CT-scan image quality also has a high level of 

noise intensity. Noise in the image can make it difficult for the 

model to recognize features in the image, resulting in a 

decrease in the accuracy of the segmentation results [27]. One 

technique that can be used to reduce noise intensity in CT-scan 

images is a bilateral filter [41], [42].  Bilateral filter is an image 

processing technique used to smooth images by considering 

the distance and intensity between pixels [41]. The bilateral 

filter can reduce noise while maintaining the sharpness of the 

boundaries of each feature in the image [43]. Nguyen et al. 

[44] applied bilateral filter to CT-scan liver segmentation 

using U-Net architecture resulted a high dice score of above 

95%. However, this study did not measure the performance 

evaluation of image quality enhancement such as PSNR and 

SSIM. Muthuswamy [45] applied the bilateral filter to CT-

scan liver images resulted in a good PSNR of 35.11. 

Unfortunately, the result of SSIM was still low at 0.53.  

In addition to being influenced by image quality, U-Net 

has shallow structure makes this architecture less capable of 

effectively extracting small features, especially in more 

complex liver tumor cases. Therefore, a new approach is 

needed to optimize segmentation performance. One such 

approach is the Double U-Net architecture, which leverages 

two integrated U-Net models to improve the extraction and 

reconstruction of detailed features, enabling more accurate 

and refined segmentation results compared to the standard U-

Net [46], [47]. The first U-Net in the Double U-Net 

architecture is tasked with extracting simple features in images 

and performing initial segmentation. The second U-Net is 

tasked with improving the results of the first U-Net by learning 

more complex features and obtaining additional feature details 

and improving the model's ability to perform more detailed 

and accurate segmentation [48]–[50]. Double U-Net has not 

been applied to liver segmentation but has been applied to 

other segmentations. Jha et al. [47] applied Double U-Net to 

polyp, skin lesion, and nucleus segmentation resulting in more 

optimal segmentation than single U-Net. 

This study aims to improve the quality of liver 

segmentation results on CT-scan images by overcoming the 

challenges caused by low image quality and the limitations of 

the U-Net architecture in extracting small features. To achieve 

this, this study proposed combines image quality enhancement 

and segmentation stage. In the image enhancement stage, a 

combination of CLAHE and bilateral filters is proposed. 

CLAHE enhances contrast in CT-scan images, improving 

visibility in low-contrast areas. Bilateral filters reduce noise 

while preserving edge sharpness. This combination improves 

CT-scan liver image quality, aiding segmentation models in 

feature extraction. In the segmentation stage, this study 

proposes Double U-Net architecture to achieve more optimal 

segmentation results. The first U-Net is responsible for 

extracting simple features from the liver image and 

performing initial segmentation. The second U-Net to refines 

these initial results by learning more complex features. The 

proposed method will classify the liver into two classes: liver 

and background. The success of the image enhancement stage 
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will be evaluated using PSNR and SSIM. PSNR is used to 

measure the comparison of emphasized noise, while SSIM is 

used to evaluate the structural similarity between the enhanced 

image and the original image. The success of the Double U-

Net segmentation method is measured using metrics such as 

accuracy, sensitivity, specificity, dice score, and IoU to assess 

the precision and consistency of the liver segmentation results. 

Improved segmentation helps identify tumor boundaries, 

crucial for disease staging and treatment planning. It supports 

informed decisions, enhances patient care, and speeds up 

image analysis. The contributions of this study are as follows. 

1. Model for image enhancement and segmentation of liver 

images. 

2. Liver segmentation performance is improved by a 

combination of CLAHE and bilateral filter methods with 

Double U-Net architecture. 

3. The performance of the proposed model is measured by 

calculating the PSNR, SSIM, accuracy, sensitivity, 

specificity, dice score, and IoU. 

 
II. METHODS 
A. DATASET 

The dataset used in this study is secondary data of liver CT 

scan images which can be accessed on the Kaggle website at 

https://www.kaggle.com/datasets/stevenazy/liver-dataset/data 

[51].  In this dataset, 800 images are consisting of 400 original 

images and 400 ground truth. The images in this dataset have 

a size of 256×256 pixels in Portable Network Graphics (*.png) 

format. Example of the display of original images and ground 

truth in this study can be seen in FIGURE 1.  

B. PREPROCESSING AND IMAGE ENHANCEMENT 

1. RESIZE 

Resize is an adaptive change in image size without changing 

or removing important information contained in the image 

[19], [52], [53]. Resize aims to give the image have a more 

optimal appearance, the data used is not too large and is by 

the model to be used [19]. In this study, image resizing was 

carried out on all images to a size of 256×256 pixels. 

2. AUGMENTATION 

Augmentation is a process of increasing the amount of data 

by varying the data [54]–[57]. Augmentation enhances the 

model's capabilities to overcome limited data in research 

[58]–[61]. In this study, augmentation was carried out to 

increase the quantity of data, thereby improving the 

performance of the proposed model. In this study, the 

augmentation used is flipping. The flipping technique is 

horizontally, vertically, and horizontal-vertical. The flipping 

technique is used because it can produce new data by flipping 

images, thereby increasing the amount and variety of data 

without altering the image's features [62]. Examples of the 

results of image augmentation with augmentation with the 

flipping technique horizontally, vertically, and horizontal-

vertical can be seen in FIGURE 2. 

 
FIGURE 2. Original Image and Augmentation Result View 

 

FIGURE 2 shows an example of the original image and the 

augmented image using horizontal, vertical, and horizontal-

vertical flipping techniques to obtain a new image.  

3. RGB 

The image received from the input data is still in BGR (Blue 

Green Red) form. The image is converted from BGR (Blue 

Green Red) to RGB (Red Green Blue) which aims to make 

the image display more accurate [19]. 

4. GREEN CHANNEL 

After the BGR image is converted to RBG, channel 

separation is performed on the image to take the green 

channel of the liver image. The separation of the green 

channel is done because the green channel in the liver image 

has a clearer appearance than the red and blue channels. 

5. GRAYSCALE 

In the grayscale stage, the green channel image is changed 

into a grayscale image. Grayscale has a color gradation range 

between black and white which is very suitable for image 

processing [63]. Changing the image to grayscale is done to 

clarify the contrast variations in the image [64]. The 

grayscale process is defined in Eq. (1) [64]. 

𝑙𝑖,𝑗 = (𝑟𝑖,𝑗 ∗ 0.229) + (𝑔𝑖,𝑗 ∗ 0.587) + (𝑏𝑖,𝑗 ∗ 0.114)     (1) 

 

where 𝑙𝑖,𝑗 is the grayscale value with a range of 1-256 in the 

𝑖-th row and 𝑗-th column, 𝑟𝑖,𝑗, 𝑔𝑖,𝑗, 𝑏𝑖,𝑗 are the red, green, and 

blue channel value in the 𝑖-th row and 𝑗-th column. 

6. CLAHE 

The CLAHE method is used to display hidden features in an 

image by equalizing the histogram for each image pixel 

value. CLAHE works by providing a maximum limit value 

  
(a) (b) 

  

FIGURE 1. Example Displays of (a) Original Image (b) Ground Truth on 

Liver Dataset in This Study 
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for the height of a histogram (clip limit). Clip limit is used to 

divide the image into several small parts with identical sizes 

so that the histogram of the output image matches the 

histogram indicated by the distribution parameters [65]. The 

clip limit calculation process uses Eq. (2) [63]. 

𝑐𝑖,𝑗 =
𝑘

ℎ
(1 +

𝛼

100
(𝑙𝑚𝑎𝑥 − 1))        (2) 

 

where 𝑙𝑚𝑎𝑥  is the maximum pixel value of the grayscale 

result pixel, 𝑐𝑖,𝑗  is the clip limit value in the 𝑖-th row and 𝑗-th 

column, 𝑘 is the area size, ℎ is the grayscale value with a 

range of 1-256, and 𝛼 is the clip factor with a range of 0-100 

7. BILATERAL FILTER 

Bilateral filter is one of the denoising techniques used to 

smooth images by considering the distance and intensity 

between pixels [41]. The bilateral filter can remove noise in 

the image and be able to maintain the image edge details 

effectively. In bilateral filter, each pixel in the image is 

replaced by the weighted sum of the pixel intensities nearby to 

remove noise. The weights of adjacent pixels are selected 

based on the Gaussian distribution [66]–[68]. The bilateral 

filter process can be seen mathematically in  Eq. (3) [66]. 

   𝐵(𝑥, 𝑦) =
∑ 𝑥′ ∑ 𝑦′𝐼(𝑥′,𝑦′)𝑒𝑥𝑝(−

(𝑥2+𝑦2)

2𝜎𝑠
2 )(𝑥−𝑥′,𝑦−𝑦′)𝑒𝑥𝑝(

�̂�2

2𝜎𝑟
2)(𝐼(𝑥,𝑦)−𝐼(𝑥′−𝑦′))

∑ 𝑥′ ∑ 𝑦′𝑥𝑝(−
(𝑥2+𝑦2)

2𝜎𝑠
2 )(𝑥−𝑥′,𝑦−𝑦′)𝑒𝑥𝑝(

�̂�2

2𝜎𝑟
2)(𝐼(𝑥,𝑦)−𝐼(𝑥′−𝑦′))

      (3) 

 

where 𝐵(𝑥, 𝑦) is the bilateral filter result at pixel point (𝑥, 𝑦), 

(𝑥′, 𝑦′) is the neighboring pixel of (𝑥, 𝑦), (𝑥, 𝑦) is the 

coordinates of the image pixel in the 𝑥-th row and 𝑦-th 

column, 𝜎𝑠 is the spatial kernel area, and 𝜎𝑟  is the minimum 

amplitude value. 

C. DOUBLE U-NET ARCHITECTURE 

Double U-Net architecture is a modification of the U-Net 

architecture. The Double U-Net architecture comprises two 

integrated U-Net models that enhance feature extraction and 

reconstruction, yielding more accurate and refined 

segmentation outcomes than the standard U-Net. Double U-

Net architecture consists of two U-Net architectures combined 

into one unit in one training process. Double U-Net 

architecture implements the encoder and decoder processes in 

the first U-Net block. The output from the decoder stage in the 

first U-Net block is used as input to the encoder and decoder 

stages in the second U-Net block. The structure of the Double 

U-Net architecture can be seen in FIGURE 3.  

FIGURE 3 shows the Double U-Net architecture consisting 

of two U-Net blocks, where each U-Net block consists of an 

encoder, bridge, and decoder path. The encoder section is used 

to convert the input image into a desired feature 

representation. The encoder section consists of 4 blocks, 

where each block consists of a 3 × 3 convolution process, 

ReLU activation function, batch normalization, and max 

pooling. The bridge section consists of a 3 × 3 convolution 

process, ReLU activation function, and batch normalization. 

The bridge section functions to connect the encoder section to 

the decoder.  

The decoder section is used to map the obtained features. In 

the decoder section, there are 4 blocks consisting of 

upsampling, concatenate, 3 × 3 convolution, ReLU activation 

function, and batch normalization. The last block in the 

decoder section contains a convolution process with a filter 

size of 1 and a sigmoid activation function. The sigmoid 

activation function is used to get the output of the 

segmentation process. The output results obtained in the first 

U-Net block are used as input to the second U-Net block. The 

structure of the second U-Net block is the same as the structure 

of the first U-Net block. The output result of the second block 

of U-Net is the result of segmentation using the Double U-Net 

architecture. 

The convolution operation is used to learn feature 

representations from the input. This layer consists of a set of 

convolutional kernels to extract local features from the inputs 

[69]. The calculation process of the convolution operation on 

the convolutional layer uses Eq. (4) [70].  This calculation are 

performed to build more complex features representation.

𝑣𝑖,𝑗 = (∑ ∑ 𝑏𝑢+𝑖,𝑣+𝑗 ×𝑛−1
𝑣=0

𝑛−1
𝑢=0 𝑘𝑢+1,𝑣+1) + 𝑎𝑞       (4) for 𝑖 = 1,2, … , 𝑛 and 𝑗 = 1,2, … , 𝑛, where 𝑣𝑖,𝑗 is the entry of 

the convolution result matrix in the 𝑖-th row, 𝑗-th column, 

 
 

FIGURE 3. Double U-Net Architecture 
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𝑏𝑢+𝑖,𝑣+𝑗 is the entry of the input matrix in the 𝑢 + 𝑖-th row, 

𝑣 + 𝑗-th column, 𝑘𝑢+1,𝑣+1 is the entry of the kernel matrix in 

the 𝑢 + 1-th row, 𝑣 + 1-th column, and 𝑎𝑞  is the bias for the 

𝑞-th kernel. Rectified Linear Unit (ReLU) is one of the 

activation functions used in CNN where if the activation 

function input is negative, the output changes to zero [70]. 

Mathematically, ReLU can be defined in Eq. (5) [70]. The 

ReLU activation function is a non-linear function used in the 

model so that the network is able to learn complex feature 

patterns. 

𝑡𝑖,𝑗 = 𝑟(𝑣𝑖,𝑗) = max(0, 𝑣𝑖,𝑗) = {
𝑣𝑖,𝑗    𝑤ℎ𝑒𝑟𝑒  𝑣𝑖,𝑗 ≥ 0

0     𝑤ℎ𝑒𝑟𝑒 𝑣𝑖,𝑗 < 0
      (5) 

 

where 𝑡𝑖,𝑗 is the output result of the ReLu activation function 

and 𝑣𝑖,𝑗 is the input pixel value of the convolution operation 

result. The result of the ReLU activation function is 

normalized using batch normalization. Batch normalization 

can accelerate convergence, reduce dependence on weight 

initialization, prevent overfitting and improve generalization. 

Batch normalization is important to use in deep and complex 

models. Batch Normalization is a normalization process for 

each layer in the network that is applied before or after the 

activation function [71]. The calculation of the Batch 

Normalization result is done by first calculating the average 

(𝜇𝑗) and variance (𝜎𝑗
2), then normalizing it. The calculation 

process of the average (𝜇𝑗), variance (𝜎𝑗
2), and normalization 

is done using Eq. (6), (7), and (8) [70]. 

𝜇𝑗 =
1

𝑚
∑  𝑡𝑖,𝑗

𝑚
𝑖=1           (6) 

𝜎𝑗
2 =

1

𝑚
∑ (𝑡𝑖,𝑗 − 𝜇𝑗)

2𝑚
𝑖=1          (7) 

𝑔 = 𝑡�̂�𝑗 =  
𝑡𝑖𝑗−𝜇𝑗

√𝜎𝑗
2+𝜀

         (8) 

 

where 𝜇𝑗 is the average value of each mini-batch, 𝜎𝑗
2 is the 

variance value for each mini-batch, 𝑗 is the number of mini-

batches, 𝑚 is the amount of data in a mini-batch, 𝑡�̂�𝑗 is the 

normalization result of the input value in the 𝑖-th row and 𝑗-th 

column, 𝑡𝑖𝑗 is the input matrix entry result from the ReLU 

activation function operation in the 𝑖-th row and 𝑗-th column, 

and 𝜀 is the smallest constant value.  

The next operation is to reduce the dimensionality of the 

feature map resulting from batch normalization using 

maxpooling. Maxpooling works by dividing the input matrix 

into small sub-matrices and then taking the maximum value 

from each sub-matrix to produce a new matrix. In the decoder 

section, the same convolution layer, ReLu activation function, 

and batch normalization operations are performed as in the 

encoder section. In the decoder section, the dimensionality of 

the feature map is increased using upsampling. The results of 

the operations in the encoder and decoder sections are 

combined using concatenate. At the end of the decoder 

section, there is a sigmoid activation function calculation 

operation using Eq. (9) [72]. 

𝑠 = 𝑓(𝑔) =  
1

1+𝑒−𝑔         (9) 

 

where 𝑠 is the output of the sigmoid activation function and 𝑔 

is the input result of batch normalization. The last stage is the 

calculation of the loss function using binary cross entropy. 

Binary cross-entropy is a loss function used to calculate the 

loss in the case of two classes [73], [74]. Binary cross-entropy 

is calculated using Eq. (10) [75].  

𝐻𝑝(𝑠) = −
1

𝑛
∑ (𝑛

𝑖=1 𝑠𝑖 × 𝑙𝑜𝑔 (𝑝(𝑠𝑖) + (1 − 𝑠𝑖) × 𝑙𝑜𝑔(1 − 𝑝(𝑠𝑖))  (10) 

 

where 𝑛 is the row of the prediction result matrix, 𝑠𝑖  is the 

class in the classification, 𝑝(𝑠𝑖) is the probability value of 𝑠𝑖 , 

and 𝐻𝑝(𝑠) is the binary cross entropy result value.  

D. Evaluation Metrics 

The success of the proposed method in this study was 

measured by calculating the performance evaluation. The 

success rate of image enhancement was measured by 

calculating the Peak Signal-to-Noise Ratio (PSNR) and 

Structural Similarity Index Measure (SSIM) values. PSNR is 

a metric that evaluates the effectiveness of noise reduction by 

measuring the peak signal-to-noise ratio. SSIM focuses on 

assessing the structural similarity between the processed 

image and the original, accounting for visual quality aspects 

such as luminance, contrast, and structure.  

Accuracy represents the proportion of correctly predicted 

pixels. Sensitivity indicates the model's capability to identify 

the liver region within an image, and specificity measures the 

ability to differentiate background pixels. The Dice score 

quantifies the agreement between the segmented image and 

the ground truth, while IoU (Intersection over Union) 

evaluates the degree of overlap between the segmented image 

and the ground truth.  The success rate of the Double U-Net 

architecture for performing liver segmentation on liver CT-

Scan images was measured by calculating the accuracy, 

sensitivity, specificity, dice score, and Intersection over Union 

(IoU) values. The accuracy, sensitivity, specificity, dice score, 

and IoU score values were calculated using Eq. (11), (12), 

(13), (14), and (15) [76]–[80]. 

𝐴𝑐𝑐 =  
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝐹𝑁+𝐹𝑃+𝑇𝑁
                 (11) 

𝑆𝑒𝑛 =  
𝑇𝑃

𝑇𝑃+𝐹𝑁
                     (12) 

𝑆𝑝𝑒 =  
𝑇𝑁

𝑇𝑁+𝐹𝑃
                     (13) 

𝐷𝑐 =
2𝑇𝑃

2𝑇𝑃+𝐹𝑃+𝐹𝑁
                              (14) 

𝐼𝑜𝑈 =
𝑇𝑃

𝑇𝑃+𝐹𝑃+𝐹𝑁
                     (15) 

where 𝑇𝑃 is the proportion of positive cases predicted as 

positive cases, 𝑇𝑁 is the proportion of negative cases 

predicted as negative cases, 𝐹𝑃 is the proportion of negative 

cases predicted as positive cases, and 𝐹𝑁 is the proportion of 

positive cases predicted as negative cases [81]. These values 

are obtained at the testing stage. The performance evaluation 

results in this study will be compared with several previous 

studies to provide a comprehensive analysis and become a 

benchmark for the proposed approach. An illustration of the 

overall methods used in this study can be seen in FIGURE 4.  
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III. RESULT AND DISCUSSION 
A. PREPROCESSING AND IMAGE ENHANCEMENT  

In the initial stage, the CT-scan image size was changed to 256 

× 256 pixels. In the second stage, augmentation was 

performed using horizontal, vertical, and horizontal-vertical 

flipping techniques to increase the amount of image data. The 

augmentation stage produced 1,200 images so the latest 

amount of data was 1,600 images. 1,600 images consist of 400 

original images, 400 horizontally flipped images, 400 

vertically flipped images, and 400 images flipped both 

horizontally and vertically. The results of CT-scan 

augmentation with the BGR channel display were changed to 

RGB channels. In the RGB image, the green channel was 

separated for use in this study. Then, the green channel image 

was transformed into grayscale. After the image was 

converted to grayscale, CLAHE was applied to display hidden 

features in the image by equalizing the histogram for each 

image pixel value. In the final stage, a bilateral filter was 

implemented on the CLAHE image to reduce the intensity of 

noise in the image. An example of the display of the results of 

all the pre-processing and image enhancement stages carried 

out in this study can be seen in FIGURE 5.  

Image enhancement produces an image that has been 

enhanced in quality from the original image, but the enhanced 

image still contains the same objects as the original image. 

Image enhancement does not produce a new image that is 

different from the original image, but produces the same 

image. The performance evaluation of the stages of improving 

the quality of CT-scan liver images from image enhancement 

is measured by calculating the PSNR and SSIM values which 

can be seen in TABLE 1. 
TABLE 1 

PSNR and SSIM Value of CT-Scan Image Enhancement Results 

No File Name PSNR SSIM 

1 0000.png 40.33947 0.92627 

2 0001.png 40.33466 0.92626 

3 0002.png 40.33851 0.92626 

. . . . 

. . . . 

. . . . 

1599 1598.png 41.40521 0.89753 

1600 1599.png 41.41692 0.89753 

Average 40.30562 0.92497 

 

In TABLE 1, the average PSNR and SSIM values obtained 

have an average of 40.30562dB and 0.92497, respectively. 

   
(a) (b) (c) 

   
(d) (e) (f) 

FIGURE 5. Results of Pre-processing and Contrast Enhancement Stage of 
CT-Scan Images (a) Augmentation (b) RGB Image (c) Green Channel (d) 
Grayscale (e) CLAHE (f) Bilateral Filter 

 
 

FIGURE 4. Overall, Method in Liver Segmentation on CT-Scan Images Using Double U-Net Architecture 
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The image enhancement achieves a PSNR above 40dB, 

indicating high quality with minimal noise. The SSIM of 

0.92497 shows the enhanced image closely resembles the 

original in structure, as perceived by human vision. Based on 

the results of the preprocessing and image enhancement 

stages, it can be concluded that the image from the image 

enhancement has good quality to be used as input at the 

segmentation stage.  

B. SEGMENTATION WITH DOUBLE U-NET 
ARCHITECTURE 

In the segmentation stage, the dataset is divided into two 

groups consisting of 80% training data, namely 1,280 images, 

and 20% testing data, namely 320 images. The training data is 

divided into two groups consisting of 80% training data, 

namely 1,024 images, and 20% validation data, namely 256 

images. The parameters in the training process include epochs 

of 100, batch size of 5, and learning rate of 0.00001. The best 

weight value in the training process will be saved for use in 

the testing stage. During the training process, accuracy and 

loss values are measured to evaluate’s model performance. 

The accuracy value is used to measure the success of the 

Double U-Net architecture in extracting liver features from 

CT-Scan images while the loss is measured to see the error 

rate in the Double U-Net architecture in recognizing liver 

features from CT-Scan images. The graph of accuracy and loss 

values obtained in the training process can be seen in FIGURE 

6. During training, sensitivity and specificity are measured 

alongside accuracy and loss. Sensitivity indicates the model's 

ability to correctly identify relevant image features, while 

specificity measures its effectiveness in distinguishing 

accurate predictions from all predicted features. The graph of 

sensitivity and specificity values in the training process can be 

seen in FIGURE 7. 

FIGURE 6(a) shows that the accuracy value in the training 

process is above 98%. Training and validation data accuracy 

increases steadily, stabilizing around the 40th epoch. A slight 

drop occurs at the 78th epoch, however the performances 

recovers and stabilizes again by the 80th epoch. FIGURE 

6(b) shows that the loss value in the training process for the 

training data and validation data continues to decrease 

towards a value below 0.05. In the 78th epoch, the loss value 

on the training data and validation data increases slightly, but 

decreases again and stabilizes at the 80th epoch. In FIGURE 

7(a) it can be seen that the sensitivity value in the training 

process is above 90%. The sensitivity value in the training 

data and validation data continues to increase. In FIGURE 

7(b) it can be seen that the specificity value in the training 

process for the training data and validation data continues to 

increase towards a value above 98%. In the 78th epoch the 

sensitivity and specificity values in the training data and 

validation data decreased slightly, but increased again and 

stabilized in the 80th. Dice score and IoU are also measured.   

  
(a) (b) 

FIGURE 6. Results of (a) Accuracy and (b) Loss in the Training Process 

 

  
(a) (b) 

FIGURE 7. Results of (a) Sensitivity and (b) Specificity in the Training Process 
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At the segmentation training stage, dice score and IoU 

measurements are carried out. The dice score measures the 

correspondence between the pixels of the segmented image 

and the pixels of the ground truth image. IoU measures the 

comparison of the slice area with the combined area between 

the segmented image and the ground truth image. The graph 

of the dice score and IoU values in the training process can be 

seen in FIGURE 8. In FIGURE 8(a), it can be seen that the 

dice score in the training process is above 90%. The dice score 

values on the training data and validation data continue to 

increase from first epoch to last epoch. In FIGURE 8(b), it can 

be seen that the IoU value in the training process for the 

training data and validation data continues to increase towards 

a value above 90%. Based on FIGURE 8, the Dice score and 

IoU values decreased at epoch 78th. However, at epoch 80th, 

the values increased stabilized, with both the training and 

validation data showing an improvement, achieving values 

above 90% at the end of epoch training stage.  

After the training stage, a testing stage was conducted to 

evaluate the trained model using testing data. This stage 

involved data that had not been previously processed by the 

model, specifically testing data used for liver segmentation on 

CT-Scan images. The testing process applied the best weights 

from the training stage, representing the model's optimal 

parameters to ensure accurate performance evaluation. A 

comparison of the predicted appearance of the liver 

segmentation results on CT-Scan images with the ground truth 

can be seen in TABLE 2.  

 

Based on TABLE 2, the results of liver segmentation on CT-

scan images are compared for their similarity to the ground 

truth. Based on the table, it can be seen that the appearance of 

the predicted image is similar to the appearance of the ground 

truth image.  This shows that the model with the Double U-

Net architecture can recognize the liver very well on CT-scan 

images and is able to segment the liver very well.  

C. DISCUSS AND ANALYSIS 

This study applies image enhancement methods using 

CLAHE and a bilateral filter. Image enhancement 

performance is evaluated using PSNR and SSIM. The PSNR 

and SSIM values obtained are 40.30 dB and 0.924. To 

determine the success rate of the contrast enhancement 

method proposed in this study, the PSNR and SSIM values 

obtained will be compared with those from other studies that 

also perform contrast enhancement on CT-scan liver images. 

A comparison of PSNR and SSIM values with other studies 

on CT-scan images can be seen in TABLE 3. 
TABLE 3 

Comparison of PSNR and SSIM Values in CT-Scan Images 

No Image Enhancement Method PSNR SSIM 

1 Bilateral Filter [44] 35.11 0.56 

2 CLAHE [31] 21.46 - 

3 Gamma Correction [82] 29.26 0.84 

4 Proposed Method 40.30 0.924 

 

Based on TABLE 3, Nguyen [44] produced good PSNR 

above 30db, but the SSIM produced was lower than other 

methods by only applying denoising in the form of bilateral 

filters without performing contrast enhancement. Siddiqi [31] 

and Kaur [82] produced PSNR below 30dB by only applying 

contrast enhancement in the form of CLAHE and Gamma 

Correction respectively without performing denoising 

process. The image enhancement method proposed in this 

study produced the highest PSNR and SSIM values compared 

to other methods, namely 40.30 and 0.924. The PSNR value 

indicates that the noise produced by the proposed image 

enhancement remains at a low level, ensuring minimal 

distortion. Based on this, the proposed image enhancement 

method produces very good image quality. The SSIM value 

shows that the structure of the image enhancement results 

  
(a) (b) 

FIGURE 8. Results of (a) Dice Score and (b) IoU in the Training Process 

TABLE 2 
Comparison of Segmentation and Ground Truth Prediction Results 

No Filename Original 

Image 

Results Ground 

Truth 

1 
Test_ 

image_2.png 

   

2 
Test_ 

image_19.png 

   

3 
Test_ 

image_23.png 
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using CLAHE and bilateral filters is similar to the original 

image. 

The results of the performance evaluation obtained at the 

segmentation stage were accuracy and specificity of 99%, 

sensitivity and Dice score of 98%, and IoU of 97%. The results 

of the research obtained in this study, were compared with 

previous studies that had segmented the liver on CT-scan 

images. Comparisons of the results of liver segmentation on 

CT-Scan images using the Double U-Net architecture with 

previous studies can be seen in TABLE 4. 

 
TABLE 4 

Comparison of Performance Evaluation Results with Other Research 

No. 

 

Method Acc 

(%) 

Sen  

(%) 

Spe 

 (%) 

DC  

(%) 

IoU 

(%) 

1 Dense-UNet 

[44] 

- 89 - 89  

2 RDC Trans U-

Net[83] 

98 - 98 93 89 

3 MSA U-Net 

[84] 

- - 98 98 96 

4 Marker 

Controlled 

Watershed 

Transform [8] 

- - - 95 - 

5 ANN [85] 98 99 97 - - 

6 Proposed 

Method 

99 98 99 98 97 

 

Based on TABLE 4, the study [44] produced lower 

sensitivity and dice score than other studies. This study only 

performed denoising on Liver segmentation using Dense-

UNet which produced sensitivity and dice score below 90%. 

Li et al. [83] produced very good accuracy and specificity. Li 

et al. [83] only applied grayscale which produced lower IoU 

than other studies, which was below 90%. Napte et al. [8] 

produced a high dice score of 95% by applying the Double 

Gaussian Filter modification to the Marker Controller 

Watershed Transform, but the resulted dice score was smaller 

than the MSA U-Net study [84]. Sasirekha et al. [85] produced 

the highest sensitivity compared to other studies, which was 

99% by applying the Gabor Filter to the ANN Method in CT-

scan liver segmentation. 

Based on TABLE 4, the proposed method has the highest 

accuracy, specificity, dice score, and IoU values compared to 

other methods. The proposed method in this study is Double 

U-Net with the application of a combination of CLAHE and 

bilateral filters at the image preprocessing stage. The Double 

U-Net architecture produces a high accuracy of 99%. This 

shows that the Double U-Net architecture can correctly predict 

99% of the pixels in the liver and background features. The 

results of sensitivity and specificity each show that Double U-

Net can correctly predict 98% of the pixels with liver features 

and 99% of pixels with non-liver features. The sensitivity 

value obtained in this study was lower than that reported for 

the ANN model [85]. However, the sensitivity value in this 

study still reached 98%, indicating that the model is effective 

in identifying liver features. The result of the dice score shows 

that 98% of the similarity in the number of pixels overlaps 

between the ground truth and the segmentation results, while 

the result of IoU shows that 97% of the total combined area 

between the segmentation results and the ground truth is in the 

appropriate overlap. Based on the performance evaluation 

produced, Double U-Net with the application of a combination 

of CLAHE and bilateral filters excellent segment the liver on 

CT-scan liver images.  

The results obtained in this study indicate that the proposed 

model can be utilized in the medical field for the early 

detection of liver cancer. The utilization of the proposed model 

in early detection of liver cancer can help medical personnel 

to perform accurate detection with efficient time. However, 

for this technology to be implemented in hospitals, 

cooperation with relevant stakeholders and policy support are 

required, including regulations for patient data security and 

training for medical staff. The combination of image 

enhancement and segmentation methods proposed yields 

image segmentation results that are similar to the ground truth 

and demonstrate good performance based on evaluation 

metrics, but this study is still limited to performing binary 

segmentation, separating only the liver from the background 

without considering other important features that may be 

crucial for early detection of liver cancer. This limitation could 

be addressed by developing and modifying the proposed 

method in further research. In future research, the proposed 

model could be further developed to segment additional 

features beyond the liver and combined with classification 

techniques to create a more accurate system for early liver 

cancer detection. 

IV. CONCLUSION 

Based on the results of image enhancement using CLAHE and 

bilateral filter, very good image quality is obtained as 

indicated by a high PSNR value of above 40dB and SSIM 

approaching 1. The PSNR value obtained above 40dB 

indicates that image enhancement using CLAHE and bilateral 

filter produces very good image quality with little noise 

intensity. The SSIM resulting from image enhancement with 

CLAHE and bilateral filter approaching 1 indicates that the 

enhanced image has a high pixel structure similarity to the 

original image. The results of liver segmentation on CT-scan 

images using the Double U-Net architecture produce high 

performance evaluations. The performance evaluation 

consisting of accuracy, sensitivity, specificity, dice score, and 

IoU obtained has a value above 95%. This shows the model 

can accurately predict each pixel in each feature, and the 

segmentation results achieve more than 95% overlap with the 

ground truth, indicating a high degree of similarity between 

the segmentation output and the ground truth. These findings 

are valuable in real-world applications, especially in helping 

doctors analyze CT scan images more quickly and accurately. 

The next step is to apply this method on other types of medical 

images and further optimize the model for even better results. 

For this technology to be widely used, it is important to ensure 
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that it is accessible to everyone, including those in areas with 

limited healthcare facilities. This research opens up 

opportunities for further collaboration between researchers, 

clinicians, and policymakers to expand the use of AI 

technology in healthcare. 
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