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ABSTRACT Cyberbullying is becoming an increasingly troubling issue in today's digital age, with serious impacts on the 
well-being of individuals and society as a whole. With the number of social media users continuously rising, there is an urgent 
need to develop effective solutions for detecting cyberbullying. This urgency negatively affects the well-being of individuals, 
especially children and adolescents. The Big Data era also brings many new challenges, including the ability of organizations 
to manage, process, and extract value from available data to generate useful information. The aim of this research is to develop 
Cybersentinel, a cyberbullying detection application that combines Machine Learning and VADER Lexicon approaches to 
improve classification accuracy. It involves comparing several Machine Learning algorithms optimized using the 
GridSearchCV technique to find the best combination of parameters. The dataset used consists of social media comments 
labeled as bullying and non-bullying. The successfully developed model uses the Support Vector Machine algorithm, achieving 
a best accuracy of 98.83%. The system is developed using Python with the Streamlit framework. This application development 
follows the Design Science Research (DSR) approach, which integrates principles, practices, and procedures to facilitate 
problem-solving and support the design and creation of applications. Testing is conducted using a blackbox testing. The results 
show that parameter optimization using GridSearchCV can significantly enhance model performance, and applying the DSR 
method allows for the development of Cybersentinel tailored to specific needs. Thus, Cybersentinel provides an effective 
solution for detecting cyberbullying and contributes to improving the safety of social media users. 

INDEX TERMS Cyberbullying, Design Science Research, GridSearchCV, Machine Learning, Sentiment 
Analysis, Vader Lexicon. 

I. INTRODUCTION 
As the number of social media users increases, cyberbullying 
has become an increasingly serious problem. The negative 
impacts of cyberbullying include anxiety, depression, self-
harm, suicide attempts, as well as mental health, emotional, 
and economic difficulties for the victims. [1]. Cyberbullying 
is an attempt to bully by using digital technology, which can 
be found on social media, chatting platforms, gaming 
platforms, and mobile phones [2], and is one of the negative 
aspects of social media. This includes behaviors such as 
addictive users, trolling, online witch hunts, spreading fake 

news, and privacy violations. [3]. The early detection of 
cyberbullying is crucial to prevent and mitigate negative 
impacts. By detecting and addressing cyberbullying cases as 
quickly as possible, it can help protect vulnerable individuals 
and reduce the risk of more serious consequences. Machine 
learning algorithms offer the potential to overcome the 
challenges of detecting cyberbullying on social media [4] It 
also plays an important role in processing large and complex 
data [5]. The design of a science research framework for 
cyberbullying detection applications utilizing Machine 
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Learning (ML) which requires a comprehensive 
understanding of existing methodologies, challenges, and 
advancements in this field. Cyberbullying, an increasingly 
widespread problem due to anonymity in online interactions, 
has prompted researchers to explore various machine 
learning techniques for effective detection and prevention 
[6], [7]. One of the crucial aspects in the development of 
cyberbullying detection applications is the selection of 
appropriate machine learning algorithms. Also, the large 
volume of data generated every day makes it difficult to 
identify cyberbullying manually. It can be interpreted that 
big data is a large amount of data derived from the surge of 
individual social interactions in the digital realm [8]. The big 
data is then, derived from social media that has an important 
significance in research because of the online activities that 
generate large volumes of data [9]. With the abundance of 
data, it comes the new challenge of how to effectively analyze 
data which requires the ability to sift through relevant 
information, identify meaningful patterns, and make accurate 
predictions. Dataset considerations are critical in the 
development of robust cyberbullying detection applications. 
The challenge of class imbalance, where non-bullying cases 
far outnumber bullying cases, complicates the training of 
machine learning models [10]. Techniques such as data 
rebalancing and the use of labelled datasets, such as those 
curated from social media platforms, are critical to 
improving model performance [11]. In addition, the quality 
of the dataset significantly affects the effectiveness of the 
detection algorithm. For example, [11] provide a labelled 
dataset specific to Instagram, which can be a valuable source 
for training and testing cyberbullying detection models. 

By using machine learning algorithms, such as data 
clustering, sentiment classification, anomaly detection or 
others can be extracted from social media data to support 
decision making. This research implements a text mining 
model by performing sentiment classification [12], [13]. One 
of the labeling techniques can use VADER to classify 
sentiment into bullying and non-bullying labels. VADER is 
also known as a lexicon dictionary-based sentiment analysis 
method that has proven successful in examining natural 
language text. VADER serves to evaluate sentiment in the 
form of text such as reviews or documents and determine 
whether the sentiment falls into the positive, negative, or 
neutral category. To achieve optimal performance, the 
parameters of the machine learning model need to be 
carefully set.  

Some previous and relevant research on machine learning-
based cyberbullying detection applications has been carried 
out including, The research focuses on automating the 
detection of cyberbullying using four machine learning 
classifiers (NB, LR, DT, SVM), and the proposed model 

delivers the best results in content classification, with the 
Logistic Regression classifier achieving an accuracy of 96% 
[14]. Detecting cyberbullying using machine learning 
algorithms (RF, NB, SVM, LR, Ensemble) by incorporating 
the element of sarcasm, the research results show that the 
SVM classifier performed better than the other classifiers, 
achieving an average accuracy of 79% [15]. Detecting 
cyberbullying content using machine learning (SVC, LR, 
NB, RF, SGD), this study aims to present ideas related to 
cyberbullying detection on the Twitter social media platform, 
and it can be concluded that the logistic regression classifier 
is the most accurate among all other classifiers, with an 
accuracy of 93% [16]. Designing and developing an effective 
technique to detect abusive and bullying messages online by 
combining natural language processing (NLP) and machine 
learning (DT, NB, SVM, RF), the results show that the SVM 
algorithm outperforms the others [17]. 

Based on previous research and aligned with its objectives, 
this study will develop the Cybersentinel application, a 
cyberbullying detection tool that combines Machine 
Learning approaches (NB, SVM, K-NN, DT, LR, RF) with 
the VADER Lexicon to enhance classification accuracy. This 
research is headed to compare various Machine Learning 
algorithms, optimized through the GridSearchCV technique, 
to find the best parameter combination. The application 
development follows the Design Science Research (DSR) 
approach, integrating principles, practices, and procedures, 
facilitating a focus on problem-solving and supporting the 
design and creation of the Cybersentinel application. 

II. MATERIAL AND METHODS 
This research was conducted using the Design Science 
Research (DSR) model approach [18]–[21] which includes 
the stages of problem identification, object identification, 
design and development, evaluation, and communication. 
Design Science Research (DSR) has emerged as an 
important methodology within the Information Systems 
field, characterized by its focus on the creation and 
evaluation of artifacts designed to address real-world 
problems. Moreover, the application of DSR is not limited to 
the context of Information Systems, it has been successfully 
adapted in various fields such as engineering, healthcare, and 
management. The iterative nature of DSR enables 
continuous refinement of artifacts based on empirical 
feedback, which is essential for achieving practical 
relevance. DSR methodology facilitates the development of 
systems that are responsive to user needs through a cycle of 
design, implementation, and evaluation. This adaptability is 
particularly important in rapidly evolving fields such as 
information technology, where user needs and technological 
capabilities are constantly changing. An overview of the 
DSR research design is presented in Figure 1, The figure 
explains that the stages in DSR include Problem 
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Identification and Motivation, Define the Objectives for a 
Solution, Design and Development, Demonstration, 
Evaluation, and Communication. This process is carried out 
iteratively, with each stage being repeated to refine or 
improve the artifact based on the results of the evaluation and 
feedback obtained, allowing for the enhancement or 
development of artifacts that are more relevant and aligned 
with the needs. 

The stages of this research are then organized into four 
main parts, namely literature review, classification model 
development, system development, and system testing and 
evaluation, as shown in Figure 2. All these stages still follow 
and are based on the Design Science Research (DSR) model 
proposed by Peffersv [18]. 

At the literature study stage, defining and identifying the 
problem to be addressed, namely cyberbullying on social 
media which is a serious problem that requires an effective 
solution to detect it early. The use of machine learning 
algorithms in the big data era requires the right techniques to 
process, analyze, and extract information. Therefore, a 
technological solution is needed that can work quickly and 

efficiently in detecting cyberbullying behavior, so that 
prevention and intervention measures can be taken early. 
Formulating the clear and specific research objectives, it is 
proposing a text mining-based model to detect cyberbullying 
using machine learning algorithms, classifying 
cyberbullying behavior, and developing a system that can 
automatically detect and classify cyberbullying behavior. 

At the Classification Model Development stage, collecting 
data in the form of user comments on social media regarding 
trending news that contains cyberbullying from three social 
media; there are: X (Twitter), Instagram, and YouTube. The 
data was obtained through a specific process on the three 
social media platforms. A total of 19,377 data points were 
collected. The available dataset will be pre-processed 
including case folding, cleaning text, normalization, 
tokenization, stop removal / stop words and stemming. In the 
step of preprocessing, especially text processing, the reason 
for using the aforementioned techniques is to improve data 
quality, to ensure data consistency, to reduce dimensionality, 
and to facilitate the analysis [22], [23]. Then the data will be 
feature extraction with TF-IDF technique, in this stage the 

 
FIGURE 1. Design Science Research (DSR) Model 

 
FIGURE 2. Research Stages 
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data in the form of text will be converted into numbers [24]. 
The hyperparameter process using gridsearchCV is used to 
optimize parameters [25], [26]. Then, it divides the data into 
training data and testing data. Implement it into machine 
learning algorithms namely NB, SVM, K-NN, DT, LR and 
RF. Evaluate by testing the performance of the model. These 
six algorithms will be categorizing into the category of 
supervised learning, which is an efficient and accurate 
approach for text classification due to its ability to learn 
patterns from labeled datasets and apply them to unseen data 
[27]. The limitations in data collection and analysis include 
the use of different languages, slang, or informal 
expressions, which can make text analysis challenging and 
may result in errors in detecting the context within the 
comments. However, these issues can be addressed by 
applying stricter preprocessing to enhance data quality and 
consistency. At the System Development stage, analyzing 
system requirements, designing system designs followed by 
system construction. The System Testing and Evaluation 
stage is the last stage, namely testing the system by designing 
test scenarios, viewing and analyzing test results, then 
evaluating the test results. 

 
A. CLASSIFICATION MODEL DEVELOPMENT 
This research uses a dataset of 19,377. Data is taken 
randomly on social media, in the form of comments from 
social media, with details as follows: 1,554 from Twitter, 
4,845 from Instagram, and 12,978 from YouTube, the 
amount of data can be seen in TABLE 1. The time span for 
data collection is from January 2024 to June 2024. Then the 
collection of comments is integrated into a csv dataset. 
Furthermore, the data is processed using Python. The 
collected dataset will be labelled bullying or nonbullying 
using the VADER Lexicon technique. VADER is used to 
determine negative, neutral, positive, and combined polarity 
scores for each sentiment. A combined score less than or 
equal to -0.05 is considered as negative polarity, while a 
score greater than or equal to 0.05 is considered as positive 
polarity. Values between 0.05 and -0.05 are considered 
neutral [28].  The sample data that has been processed using 
the VADER Lexicon technique can be seen in TABLE 2. The 
first data represents a bullying sentiment, while the second 
data represents a non-bullying sentiment. 

TABLE 1 
Sample Dataset Used in the Research 

Source Data Total 
Twitter (x) 1554 
Instagram 4845 
YouTube 12978 

 

TABLE 2 
Sample dataset processed using VADER Lexicon technique 

Comment Sentiment 
The father who died was punished in the grave 
because he had a son who was a sinner. Bullying 

You judge Depe, then why on Earth the other site 
keeps wiggling and wearing sexy clothes also; 
your brain is just dirty; you know it is not Depe's 
fault either. 

Non-Bullying 

 
Before applying VADER, a preprocessing process is 

performed. Preprocessing is an important stage in data 
analysis that aims to prepare raw data to be used by machine 
learning algorithms. The steps taken in preprocessing include 
data cleaning, such as removal of punctuation marks, stop 
words, symbols, as well as text normalization by converting 
all letters to lowercase. Tokenization, stemming, and 
normalization are also often used to break text into smaller 
units and unify words. This process ensures that the data 
being processed is clean, consistent, and in the right format 
to improve the accuracy and efficiency of the machine 
learning model to be applied. 

It will then perform feature extraction on the dataset with 
the TF-IDF technique, which is one of the important methods 
in Natural Language Processing (NLP) to extract features 
from text and measure the importance of words in a 
document relative to a collection of other documents. The 
concept combines two metrics: Term Frequency (TF), which 
counts how often a word appears in a document, and Inverse 
Document Frequency (IDF), which counts how rarely the 
word appears in the entire document. A high TF indicates that 
the word appears frequently in a particular document, while 
a high IDF indicates that the word is rarely found in many 
documents, so the word is considered more informative. The 
combination of these two metrics results in a TF-IDF value 
that emphasizes words that have specific meaning in the 
context of the document. TF-IDF is often used in various 
applications such as information retrieval, text classification, 
and sentiment analysis, where an understanding of the 
importance of words in a particular context is necessary. 

Term Frequency (TF) is to measure how often a word 
appears in a document. The Eq. (1) [24] for TF-IDF is as 
follows: 

𝐹	(𝑡, 𝑑) = !"#$%&	()	*+#%,	*%&#,	-	.//%.&,	+0	1(2"#%0*	3
4(*.5	0"#$%&	()	*%&#,	+0	1(2"#%0*	3

 (1) 
 

Inverse Document Frequency (IDF) is to measure how rarely 
a word appears throughout the document (Eq. (2)). 

𝐼𝐷𝐹	(𝑡, 𝑑) = log . !
"#$%(')

/    (2) 
 

After calculating TF and IDF, we can combine them to get a 
value of TF-IDF (Eq. (3)). 

 
𝑇𝐹 − 𝐼𝐷𝐹(𝑡, 𝑑, 𝐷) = 𝑇𝐹(𝑡, 𝑑)		𝑥	𝐼𝐷𝐹(𝑡, 𝐷)  (3) 

 
where t represents the term, d represents the document, D 
represents the entire corpus of documents,	N represents Total 
number of documents in the corpus. 

The dataset is pre-processed first before being applied to 
the machine learning algorithm. Sentiments with neutral 
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values will be removed, only sentiments that have bullying 
and nonbullying labels will be processed and used for 
machine learning algorithms [29]. The data will be split into 
two sets: training and testing data. The training data is used 
to train the model, allowing the algorithm to learn from the 
patterns and characteristics of the data. The testing data, 
which remains invisible to the model during training, is used 
to test how well the model can generalize on new data that it 
has never encountered before. The data split was done with 
a ratio of 80:20, which means 80% for the training process 
and 20% for the testing process. This split process is done to 
optimize model parameters and prevent overfitting. Using 
10-fold cross validation and six machine learning algorithms 
including NB, SVM, K-NN, DT, LR, RF. The performance 
of each model will be evaluated using confusion matrix, such 
as accuracy, precision, recall, and F1-score [30].  

GridSearchCV helps in automating the process of finding 
the best parameters to maximize the performance of machine 
learning models. GridSearchCV works with the basic 
concepts of cross-validation and parameter grid exploration. 
GridSearchCV works by defining a grid, which is a range of 
possible values for each hyperparameter to be adjusted. The 
method then evaluates all combinations of the defined values 
using cross-validation techniques, such as k-fold cross-
validation, to determine the combination that gives the best 
performance on the training data. The result is an optimized 
model with the most suitable hyperparameters for a 
particular dataset. GridSearchCV helps in automating the 
process of finding the best parameters to maximize the 
performance of machine learning models. GridSearchCV 
works with the basic concepts of cross-validation and 
parameter grid exploration. Some mathematical elements 
underlie the way GridSearchCV works. Suppose there are n 
parameters to be tuned, and each parameter has multiple 
value options (Eq. (4)).  
Where p_i is the number of possible values for the ith 
parameter. 
 

𝑇𝑜𝑡𝑎𝑙	𝐶𝑜𝑚𝑏𝑖𝑛𝑎𝑡𝑖𝑜𝑛𝑠 = 𝑃"	𝑥	𝑃*	𝑥	𝑃…	𝑥	𝑃,  (4) 
 
The data is divided into k folds. For each parameter 
combination, GridSearchCV performs k iterations where the 
model is trained on k-1 folds and tested on the remaining 
folds. Then, the equation [27] for GridSearchCV is as 
follows (Eq. (5)): 

𝐴𝑣𝑒𝑟𝑎𝑔𝑒	𝑆𝑐𝑜𝑟𝑒 = "
-
	∑ 𝑆𝑐𝑜𝑟𝑒.-

./"    (5) 
Average Score is the average value of all evaluation scores 

obtained from each fold during the training and testing 
process. This average is used to get an overall picture of how 
well the model performs with a particular parameter 
combination. Where "

0
  is a scaling factor that divides the total 

score by the number of folds k to obtain the average. 
∑ Score10
1/"  is the sum of all evaluation scores (Score1) 

obtained from each fold from 1 to k. Each Score1 represents 
the evaluation result of the model on the ith fold. 

 
B. SYSTEM DEVELOPMENT 
Models that have been trained with relevant datasets are 
hosted on servers or cloud services that support machine 
learning frameworks. One of them, streamlet, is a Python 
framework that allows the creation of interactive web 
applications quickly and easily, especially for data science 
and machine learning purposes. Users can input data through 
this interface, which is then processed and fed to the model 
to generate predictions. Streamlet enables live visualization 
of prediction results, and can integrate additional features 
such as graphs or tables to help users understand model 
performance. This deployment offers a fast and effective 
solution to visualize and utilize models in a real-time context. 

 
C. SYSTEM TESTING 
The testing method performed is black-box or functionality 
type. Testing must be done from the client side or front-end. 
This process will check whether the system functions 
according to predetermined specifications or needs. This test 
aims to ensure that all features work correctly, detect errors 
in functionality, and verify that the system behaves in 
accordance with user expectations. Test cases are carried out 
for the case of checking comments in the form of text and 
documents, will be checked whether they fall into bullying 
or non-bullying. The black-box method is used in the final 
stage of development to ensure product readiness before 
release. 

III. RESULT 
A. THE ADVANCED PROCESSING AND DATASET 

ADJUSTMENT 
TABLE 3 shows some words with the highest TF-IDF values 
in each document. It can be seen that the larger the value 
produced by TF-IDF, the more important those words 
become in the document based on their frequency in the 
document and the whole corpus. 
 

TABLE 3 
Sample Calculation Results using TF-IDF 

No. Document Word TF-IDF 

1 Doc1 good 0.707 

1 Doc1 new 0.707 

2 Doc2 good 0.353 

2 Doc2 more 0.353 

2 Doc2 neat 0.353 

3 Doc3 good 0.236 

3 Doc3 body 0.236 

4 Doc4 beautiful 0.5 

4 Doc4 correct 0.5 
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No. Document Word TF-IDF 

5 Doc5 beautiful 0.5 

5 Doc5 style 0.5 

... ... ... ... 

 
The explanation of TABLE 3 is column of ‘No’ to indicate 

the sequence number of the document in the document list. 
Document column, is a snippet or summary of the document. 
Word column, presents the important words or terms 
calculated in the TF-IDF process. TF-IDF Shows the TF-IDF 
value calculated for each word in each document. 
 
B. CLASSIFICATION MODEL 
The data is processed using the Python programming 
language. Data obtained from social media, namely Twitter, 
Instagram and YouTube, with a total of 19,377 data. Data is 
grouped using VADER Lexicon into bullying and non-
bullying sentiments. Classification results using VADER 
with a total of 19,377 data, obtained as much as 98% with 
bullying and non-bullying labels as much as 2%, can be seen 
in FIGURE 3. Next, data preprocessing is carried out. Data 
is split into training data and testing data with a data ratio of 
80:20. Then, word weighting is done using TF-IDF. Next, 
the application of machine learning algorithms including 
SVM, K-NN, NB, DT, LR, RF on data that has been 
completed through the preprocessing and weighting process. 
The training data is validated using a 10-fold cross-
validation technique. The evaluation process uses Confusion 
Matrix which serves to visualize the performance results of 
an algorithm.  
 

 
FIGURE 2. The Percentage of Sentiment Results Using VADER Lexicon 

Based on the results of the experiments, it is known that 
the model with the SVM algorithm has the highest accuracy 
compared to the other five machine learning algorithms. The 
best model produced was named HyVADSVM (Hybrid 
Valence Aware Dictionary and Sentiment Reasoner with 
SVM). The model is a combination of the use of the Vader 

Lexicon, the SVM algorithm, and the GridSearchCV 
technique. 

The parameters adjusted in the SVM algorithm are Kernel, 
C, and Gamma. For the Kernel parameter, we adjusted four 
types of kernels: linear, rbf, poly, and sigmoid. For the C 
parameter, we adjusted the range of values from [0.1 – 20], 
and for the Gamma parameter, we adjusted two types: Scale 
and Auto. The best values obtained from the parameter 
adjustments are Kernel = linear, C = 1, and Gamma = scale, 
as shown in TABLE 4. 

The results of the model evaluation before and after 
parameter tuning are presented in TABLE 5, where it can be 
seen that the highest value was found in the SVM algorithm, 
followed by RF in second place, RF again in third place, DT 
in fourth place, KNN in fifth place, and NB in sixth place. A 
comparison of the model evaluations of the six algorithms 
before parameter tuning is presented in FIGURE 4, and a 
comparison of the model evaluations of the six algorithms 
after parameter tuning is presented in FIGURE 5. Thus, 
based on this figure, parameter tuning using the 
GridSearchCV technique has proven to be an effective way 
to improve classification performance. 

 
TABLE 4 

Tunning Parameters of GridSearchCV On SVM 
Parameter Range/ Type Best Parameter  

Kernel [linear, rbf, poly, 
sigmoid] 

linear 

C [0.1 – 20] 1 
Gamma [scale, auto] scale 

 
TABLE 5 

Evaluation Results of Pre and Post Tunning Parameters 

ML  

Accuracy Score 
(%) 

Precision Score 
(%)  

Recall Score (%)  F1-Score (%)  

Before After Before After Before After Before After 

SVM 98.80 98.83 98.60 98.78 98.40 98.83 98.60 98.62 

KNN 98.23 98.33 97.82 98.18 98.23 98.33 97.81 97.81 

NB 98.15 98.23 97.96 98.00 98.15 98.23 97.41 97.61 

LR 98.15 98.65 98.19 98.58 98.15 98.65 97.37 98.34 

DT 98.46 98.62 98.25 98.49 98.46 98.62 98.30 98.34 

RF 98.78 98.80 98.70 98.75 98.78 98.80 98.56 98.58 

 

 
FIGURE 3. Evaluation of the six algorithms before tuning parameter 

Bullying Non Bullying

Classification Result 98% 2%
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Sentiment Result Using VADER Lexicon

SVM KNN NB LR DT RF
Accuracy (%) 98,80 98,23 98,15 98,15 98,46 98,78
Precision (%) 98,60 97,82 97,96 98,19 98,25 98,70
Recall (%) 98,40 98,23 98,15 98,15 98,46 98,78
F1-Score (%) 98,60 97,81 97,41 97,37 98,30 98,56
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FIGURE 5. Evaluation Of The Six Algorithms After Tuning Parameter 

IV. DISCUSSION 
A. IMPLEMENTATION OF MODELS IN APPLICATIONS 
Based on the experimental results conducted using six 
machine learning algorithms, it was found that SVM 
achieved the highest scores with an accuracy of 98.83%, 
precision of 98.78%, recall of 98.83%, and an F1-Score of 
98.62%. The name of this best-performing model was 
HyVADSVM (Hybrid Valence Aware Dictionary and 
Sentiment Reasoner with SVM). The use of GridSearchCV 
proved to improve the performance of the SVM model. The 
model was then integrated into a web-based cyberbullying 
detection system called the Cybersentinel application. This 
application is designed to detect and classify sentiments 
containing cyberbullying on social media. The application 
interface can be seen in FIGURE 6, which shows a page for 
analysing text where users are able to input sentences or 
upload documents (PDF or DOC). The system then displays 
the classification results, indicating whether the text or 
document contains bullying or non-bullying content. 
 

 
FIGURE 6. Cybersentinel Application Interface Page View 

TABLE 6, which compares the experimental model with 
models from other researchers, concludes that the machine 
learning, TF-IDF, and GridSearchCV approach delivers the 
best results. 

TABLE 6 
Comparison with other existing system 

 Best ML 
Algorithm 

Accuracy 
(%) 

Precision 
(%) 

Recall 
(%) 

F1-
Score 
(%) 

Zhao et.al [31] SVM 77.80 77.80 76.60 75.60 

Van Hee et.al [32] SVM 78.50 73.32 57.19 64.26 

R.Shah et.al [16] LR 93.00 91.00 96.00 93.00 

K. Alam et.al [14] LR 94.00 93.00 94.00 93.00 

A.Ali et.al [15] SVM 79.30 79.00 78.10 79.30 

Our Algorithm SVM 98.83 98.78 98.83 98.62 

 
The limitations of this study include changes in user 

behaviour on social media, which may affect the ability of 
models trained on a single dataset to adapt to emerging trends 
and new languages. Additionally, while the use of techniques 
like GridSearchCV can provide advantages in finding 
optimal parameters, it is important to note that this process 
may require more computation time and resources, 
especially when working with very large datasets. 
Furthermore, the primary focus on text analysis can present 
challenges, considering that cyberbullying is able to occur in 
various formats, including text, images, and videos. The 
potential implications of this study's findings for 
stakeholders are significant. For educators, this application 
can serve as a valuable tool to identify and address cases of 
cyberbullying in school environments, fostering a safer 
learning atmosphere. For parents, Cybersentinel provides 
insights into their children's behavior on social media, 
enabling them to take appropriate action if necessary. 
Additionally, for policymakers, the findings offer a basis for 
developing better policies to prevent and address 
cyberbullying, as well as supporting initiatives aimed at 
raising public awareness about this issue. In this way, the 
application not only provides a practical solution to the 
problem of cyberbullying but also contributes to broader 
efforts to create a safer and more supportive digital 
environment for all users. 

 
B. FUNCTIONAL TESTING 
Functionality, it tests in serving to detect software failures so 
that defects can be repaired and corrected in the early phase, 
and to ensure that the produced product functions according 
to specifications and meets customer needs [33]. In general, 
the system workflow begins with the receipt of a response in 
the form of a message. The messages are then processed and 
analysed to determine whether or not they contain elements 
of cyberbullying. This analysis was performed by applying 
the HyVADSVM model. This process includes using 
appropriate inputs, generating expected outputs, and 
comparing actual results with predictions to ensure all 
features in the detection system are functioning properly. The 
system's functionality flow can be seen in FIGURE 7. In 
addition, FIGURE 8 shows the block diagram of the 
Cybersentinel system, which serves to provide a clear and 

SVM KNN NB LR DT RF

Accuracy (%) 98,83 98,33 98,23 98,65 98,62 98,80

Precision (%) 98,78 98,18 98,00 98,58 98,49 98,75

Recall (%) 98,83 98,33 98,23 98,65 98,62 98,80

F1-Score (%) 98,62 97,81 97,61 98,34 98,34 98,58

97,00
97,20
97,40
97,60
97,80
98,00
98,20
98,40
98,60
98,80
99,00

Evaluation Metrics After Tunning Parameters 
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easy-to-understand overview of the workflow or structure of 
the system 

 
FIGURE 8. Block Diagram of The Cybersentinel System 

Based on these conditions, the test is carried out according 
to the scenario. The results showed that the system can 
correctly detect the type of messages that contain elements 
of cyberbullying. A recapitulation of the results of the 
functionality tests obtained can be seen in TABLE 7.  

TABLE 7 
System Testing Results using Black-Box on the Text Sentiment menu 

Testing 
Scenarios Test Case Expected 

Results 
Test 

Results 
Concl
usion 

Input messages 
that contain 
elements of 

cyberbullying 
(such as 

expletives and 
reproaches) 

Input: 
 

[The 
appearance 
and sound 
are bad.] 

The system 
will display 

the 
classification 
results with 
the message 
“Bullying” 

Confor
ms to 

Expecta
tions 

Valid 

Sending 
messages that 
do not contain 

elements of 
cyberbullying 
(such as non-
reprehensible 

words)  

Input: 
 

[She is 
beautiful 

and amazes 
everyone.] 

The system 
will display 

the 
classification 
results with 
the message 

“Non-
Bullying” 

Confor
ms to 

Expecta
tions 

Valid 

IV. CONCLUSION 

This study aims to develop Cybersentinel, an application for 
detecting cyberbullying that combines Machine Learning and 
sentiment analysis using the VADER Lexicon to improve 
classification accuracy. The application has shown significant 
progress in identifying cyberbullying on social media with 
high accuracy. Experiments conducted on six algorithms—
SVM, KNN, NB, LR, DT, and RF—revealed that the SVM 
algorithm achieved the highest accuracy compared to the 
others. Before parameter tuning, the SVM model showed an 
accuracy of 98.80%, and after tuning, it increased to 98.83%, 
reflecting a 0.03% improvement. Precision increased from 
98.60% to 98.78% (a 0.18% improvement), recall from 
98.40% to 98.83% (a 0.43% improvement), and the F1-Score 
from 98.60% to 98.62% (a 0.02% improvement). These 
enhancements led to more accurate and efficient detection of 
cyberbullying behavior. 

The functional testing, using the black-box method, 
demonstrated precise category predictions, confirming that 
Cybersentinel can effectively identify language patterns 
indicative of cyberbullying and provide practical solutions for 
the ever-evolving issue on social media platforms. This 
application not only contributes theoretically to cyberbullying 
detection but also offers a practical tool that can enhance the 
security and well-being of social media users. 

The success of this application opens avenues for further 
research in this field, with potential to continually refine and 
adapt the technology to meet new challenges in the digital 
environment. Future research recommendations include 
increasing the dataset size to further improve model accuracy. 
Additionally, adding features that allow users to provide 
feedback on prediction accuracy can help grow the dataset, 
leading to more accurate and adaptive models in response to 
evolving language dynamics and cyberbullying patterns on 
social media. 
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