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ABSTRACT Kidney Disease (CKD) appears as a pathological condition due to infection of the kidneys and blockages due to 

the formation of kidney stones. In the Indonesian context, kidney disease is the second most common disease after heart disease 

based on BPJS Health data. Notably, in this scenario, medical practitioners and individuals with specialized knowledge in the 

field are still faced with challenges in effectively classifying CKD cases, thereby making them vulnerable to erroneous 

diagnostic conclusions. The main objective underlying this particular research effort revolves around increasing the level of 

accuracy that characterizes the CKD classification process by orchestrating the incorporation of Particle Swarm Optimization 

(PSO) techniques into the operational framework of Extreme Learning Machines (ELM) with the aim of ensuring optimal 

results. Configuration of input weights and critical biases to achieve superior diagnostic results. The results obtained from the 

investigation process include many numerical parameters including but not limited to determining the ideal number of hidden 

nodes set at 11, population size 80, identification of the most preferred number of iterations denoted by the Best value of 20, 

aggregate inertia weight assessed at 0.5, along with the constants 1 (c1) and 2 (c2) each registering a value of 1, culminating in 

the achievement of an accuracy metric pegged at an impressive level of 98.50%. Consequently, the implications obtained from 

this empirical investigation strengthen the assertion that the use of PSO optimization strategies within the operational 

framework of ELM has the potential to yield major advances in the classification evaluation domain related to CKD diagnosis. 

INDEX TERMS Chronic Kidney Disease, Swarm Intelligence-Based Optimization, Advanced Learning 

Algorithm. 

I. INTRODUCTION 

The kidneys are crucial for removing waste and maintaining 

fluid balance in the body, processes that are key to producing 

urine. Chronic Kidney Disease (CKD), sometimes referred to 

as chronic renal failure or kidney dysfunction, occurs when the 

kidneys gradually lose their ability to perform these critical 

functions. The underlying causes of CKD vary, with common 

contributors including high blood pressure, diabetes, 

interstitial nephritis, glomerular disorders, autoimmune 

diseases, vascular abnormalities, and congenital defects. CKD 

develops progressively over time and represents a major 

global health issue. Data from the National Kidney Foundation 

indicates that around 10% of the global population is affected 

by CKD, and millions of lives are lost each year due to 

inadequate treatment. In many developing and middle-income 

countries, the cost of treating CKD places a heavy burden on 

healthcare systems, and in over 100 nations, patients are 

unable to access necessary care, contributing to over 1 million 

deaths annually from untreated renal failure[1].  

Detecting CKD at an early stage greatly enhances the 

probability of successful treatment, minimizes the necessity 

for expensive medical procedures, and improves the chances 

of recovery. Late-stage detection, however, demands more 

skilled medical personnel and leads to higher treatment costs, 
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with a smaller chance of recovery. CKD treatment is the 

second-largest expenditure by BPJS health, following heart 

disease [2]. 

T Given the complexity of CKD and its potential impact, 

there is an urgent need for innovative diagnostic techniques to 

facilitate early and reliable detection. Machine learning (ML) 

has emerged as one of the most effective technologies in the 

medical field for diagnosing and predicting the stages of 

various diseases. ML algorithms excel at analyzing vast 

datasets, identifying patterns, and extracting features, which 

can be leveraged to develop models capable of assisting 

healthcare professionals in making informed decisions. By 

incorporating ML into medical diagnostics, the risk of error 

can be reduced, improving patient outcomes and enhancing 

the quality of life [3].  

Classification tasks within medical diagnostics are crucial 

for disease detection and treatment planning. ML-based 

classification has been widely applied in this field, grouping 

or categorizing medical data based on specific attributes or 

features[4]. Several ML techniques can be used for 

classification, such as Extreme Learning Machine (ELM), 

Support Vector Machines (SVM), Artificial Neural Networks 

(ANN), PSO-SVM, and Backpropagation[5], [6].  This paper 

focuses on ELM, which offers several advantages over 

traditional algorithms, including a faster learning process and 

the ability to avoid local optima that often hinder gradient-

based algorithms 

ELM is a fast, non-iterative learning algorithm based on a 

Single Layer Feedforward Neural Network (SLFN). Unlike 

traditional learning methods like Backpropagation, ELM 

requires minimal human intervention. However, ELM's 

performance heavily depends on the initialization of certain 

parameters, such as input weights and hidden biases, which 

can lead to inconsistent or suboptimal results in some 

applications [7]. Previous research used conventional ELM 

and PSO-ELM methods, including for the classification of 

heart disease. The process of calculating accuracy uses a 

confusion matrix. This research obtained the highest accuracy 

in the system reaching an average evaluation result of 57.32% 

for conventional ELM, and 83.74% for PSO-ELM. This 

shows that ELM with a combination of PSO provides 

significant results [8]. 

To address these challenges, this study combines Swarm 

Intelligence-Based Optimization with the Extreme Learning 

Algorithm to refine the optimization of input weights and 

hidden biases, aiming to enhance the accuracy of CKD 

classification. Swarm Intelligence-Based Optimization is 

inspired by the collective behavior of bird flocks and fish 

schools and has been effectively applied to improve various 

machine learning models, including those for heart disease and 

breast cancer classification. Prior research indicates that 

integrating this optimization technique with ELM (Swarm 

Intelligence-Based Optimization-ELM) achieves notably 

better classification accuracy than traditional ELM, especially 

in medical diagnostics. However, its application to CKD 

classification has not been extensively investigated [9]. 

The primary objective of this research was to improve the 

precision and dependability of classifying Chronic Kidney 

Disease (CKD). By incorporating Swarm Intelligence-Based 

Optimization into the Extreme Learning Algorithm, the study 

seeks to improve the optimization of input weights and biases 

within the hidden layers of the ELM model.  Consequently, 

the resultant increase in accuracy levels achieved through this 

amalgamation will subsequently empower researchers to 

collaborate with healthcare professionals in augmenting the 

exactitude and effectiveness of CKD diagnostic classification 

procedures, consequently facilitating a more efficient and 

effective patient recuperation journey. This study contributes 

to advancing CKD diagnostics by integrating the PSO 

technique with the ELM algorithm, enhancing the accuracy of 

disease classification. The optimized ELM model proposed 

offers healthcare professionals a reliable tool for early 

diagnosis and better decision-making in CKD treatment, while 

the combination of PSO and ELM paves the way for future 

innovations in machine learning-based medical diagnostics, 

potentially extending its application to other complex diseases. 

 
II. METHOD 

This section describes the dataset used, data preprocessing 

steps such as handling missing values, data normalization, 

encoding, Extreme Learning Machine (ELM) algorithm 

theory, optimization using Particle Swarm Optimization 

(PSO), and evaluation using confusion matrix. FIGURE 1 

shows the flowchart of this study 

 

FIGURE 1. Flowchart of Research: Application of the Extreme Learning 
Machine Method with Particle Swarm Optimization for the Classification 

of Chronic Kidney Disease. 
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A. DATA COLLECTION 

This study used a chronic kidney disease dataset obtained from 

the Alagappa University repository, which is available for 

download through:  

https://archive.ics.uci.edu/dataset/336/chronic+kidney+diseas

e 

This study used a chronic kidney disease dataset obtained from 

the Alagappa University repository, which is available for 

download through this site. TABLE 1 illustrates the 

description of 400 data with 25 attributes and 2 target classes. 

The dataset was divided randomly using the random 

percentage split method with a ratio of 70% for training and 

30% for testing, in order to spread the influence of the amount 

of training data on the test results. 
 

TABLE  1 
Description of Surgical Data Attributes 

No Attribute Description Data Type 

1 Age Age 
Numerik 
(years) 

2 bp Blood Pressure 
Numerik 
(mm/hg) 

3 sg 
Spesific 
Grafity 

Nominal 
(1.005, 1.010, 
1.015, 1.020, 

1.025) 

4 al Albumin 
Nominal (0, 1, 

2, 3, 4, 5) 

5 su Sugar 
Nominal (0, 1, 

2, 3, 4, 5) 

6 rbc Red Blood Cell 
Nominal 
(normal, 

abnormal) 

7 pc Pus Cell 
Nominal 
(normal, 

abnormal) 

8 pcc 
Pus Cell 
Clumps 

Nominal 
(present, 

notpresent) 

9 ba Bacteria 
Nominal 
(present, 

notpresent) 

10 bgr 
Blood Glucose 

Random 
Numerik 
(mgs/dl) 

11 bu Blood Urea 
Numerik 
(mgs/dl) 

12 sc 
Serum 

Creatinine 
Numerik 
(mgs/dl) 

13 sod Sodium 
Numerik 
(mEq/L) 

    

14 pot Potassium 
Numerik 
(mEq/L) 

15 hemo Hemoglobin Numerik (gms) 

16 pcv 
Packed Cell 

Volume / 
Hematocrit 

Numerik 
(mEq/L) 

17 Wbcc 
White Blood 
Cell Count 

Numerik 
(cells/cumm) 

18 Rbcc 
Red Blood Cell 

Count 
Numerik 

(millions/cmm) 

19 htn Hypertension 
Nominal (yes, 

no) 

20 dm 
Diabetes 
Mellitus 

Nominal (yes, 
no) 

21 cad 
Coronary 

Artery Disease 
Nominal (yes, 

no) 

22 Appet Appetite 
Nominal (good, 

poor) 

23 pe Pedal Edema 
Nominal (yes, 

no) 

24 Ane Anemia 
Nominal (yes, 

no) 

25 Class Class 
Nominal (ckd, 

notckd) 

 

B. EXTREME LEARNING MACHINE 

Huang et al. introduced an algorithm for a single hidden layer 

neural network known as the Extreme Learning Machine 

(ELM)[10][11]. ELM is recognized for its simplicity and 

effectiveness in classifying large datasets  [12]. This method 

employs a single-layer feedforward network (SLFN) 

architecture [13][14]. comprising an input layer, a hidden 

layer, and an output layer, and it eliminates the need for 

iterative training [9][15]. 

ELM employs randomly assigned weights and biases, with 

the generalized inverse Moore-Penrose method used to 

process the outputs from the hidden layer. The efficacy of 

these algorithms can match or even surpass that of Support 

Vector Machines (SVM) and backpropagation methods 

[14][16][17]. In the ELM architecture, there are three key 

layers: the input layer, the hidden layer, and the output layer. 

The process includes converting input data to the hidden layer 

and then translating the hidden layer's outputs to the final 

output layer. The decision to use 11 neurons in the hidden 

layer was made based on initial experiments aimed at 

optimizing the trade-off between model complexity and 

classification performance. 

This configuration achieved the optimal results in accuracy 

and generalization while reducing the risk of overfitting. This 

approach is illustrated in FIGURE 2, with the relevant 

formulas provided inin Eq. (1), Eq. (2) [7]. 

 

FIGURE 2. ELM Architecture 

 

𝑁𝑖 = 𝑓 ∑ 𝑤𝑖𝑗𝑥𝑗
𝑛
𝑗=1                                                              (1) 

𝑂𝑗 = 𝑔 (∑ 𝛽𝑖𝑁𝑖
𝑚
𝑖=1 )                                                           (2) 

Where each neuron within the hidden layer (𝑁𝑖) receives 

input from every neuron in the input layer (𝑥𝑗) through 

connections defined by weights 𝜔𝑖𝑗. The computation of the 
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hidden neuron's value involves the application of an activation 

function denoted as 𝑓. In this context, 𝑁𝑖 symbolizes the value 

associated with hidden neuron i, 𝑓 represents the activation 

function, which may encompass sigmoid, tanh, or ReLU, 𝜔𝑖𝑗 
signifies the weight between input neuron j and hidden neuron 

-i, and 𝑥𝑗 refers to input j. The input for neurons situated in the 

output layer (𝑂𝑗) is derived from every neuron in the hidden 

layer (𝑁𝑖) via weights denoted as 𝛽𝑖. Subsequently, the value 

of the output neuron is computed utilizing the activation 

function 𝑔. Here, 𝑂𝑗 denotes the value of output neuron j, 𝑔 

represents the activation function specific to the output layer, 

𝛽𝑖 stands for the weight between hidden neuron i and output 

neuron j, and 𝑁𝑖 corresponds to the value of hidden neuron i. 

C. PARTICLE SWARM OPTIMIZATION (PSO) 

PSO was proposed by Kennedy and Eberhart in 

1995[5][18][19]. The Particle Swarm idea was inspired by a 

simple social system simulation of a flock of birds flying 

towards an unknown destination (fitness function) in nature 

searching for food sources [20]. In this algorithm, the problem 

is represented by a particle with no mass or volume, 

characterized by an initial velocity 𝑣𝑖v i and initial position 𝑥𝑖x 

i. The particle's fitness value is evaluated based on a 

designated fitness function. Each particle retains a memory of 

its own best-known position (𝑝 best p best) as well as the 

global best position (𝑔best gbest) identified by the entire 

swarm. At each iteration, the particle's velocity and position 

are updated by considering these two reference points (𝑝 best 

p best and 𝑔 best g best) [21].  PSO is used to optimize the 

input weights and biases in ELM, which are often chosen 

randomly in conventional ELM algorithms. In this study, PSO 

uses a population size of 80 and inertia weights and 

acceleration constants selected based on previous literature. 

The selection of inertia values is done to maintain a balance 

between exploration and exploitation in finding the optimal 

solution, while the acceleration constants (c1 = 1.5 and c2 = 2) 

are optimized through a series of experiments to increase the 

convergence rate. Eq. (3), Eq. (4), Eq. (5), Eq. (6) are 

mathematical formulas that describe the position and speed of 

particles in a certain space dimension. 

 

𝑋𝑖 (𝑡) = 𝑥𝑖1(𝑡), 𝑥𝑖2(𝑡), … , 𝑥𝑖𝑁 (𝑡)       (3) 

𝑉𝑖 (𝑡) = 𝑣𝑖1(𝑡), 𝑣𝑖2(𝑡), … , 𝑣𝑖𝑁 (𝑡)       (4)    
  

𝑉𝑖 (𝑡) = 𝑉𝑖 (𝑡 − 1) + 𝑐1𝑟1 (𝑋𝑖 𝐿 − 𝑋𝑖 (𝑡 − 1)) + 𝑐2𝑟2(𝑋𝐺 
− 𝑋𝑖 (𝑡 − 1))        (5) 

𝑋𝑖 (𝑡) = 𝑉𝑖 (𝑡) + 𝑋𝑖 (𝑡 − 1)       (6) 

Eq. (3), Eq. (4) define the position and velocity of particles 

in a particle system at the t-th iteration. Specifically, Eq. (3), 

is expressed as 𝑋𝑖(𝑡)=[𝑥𝑖1(𝑡), 𝑥𝑖2(𝑡),…,𝑥𝑖𝑁(𝑡)]X i(t)=[x i1

(t),x i2 (t),…,x iN(t)], which represents the position 

coordinates of the i-th particle in an N-dimensional space at 

the t-th iteration, where each component 𝑥𝑖𝑗(𝑡)x ij(t) (for 

𝑗=1,2,…,𝑁 j=1,2,…,N) denotes the particle's position along 

the j-th dimension. On the other hand,, Eq. (4) is given by 

𝑉𝑖(𝑡)=[𝑣𝑖1(𝑡), 𝑣𝑖2(𝑡),…,𝑣𝑖𝑁(𝑡)]V i(t)=[v i1(t), vi2(t), …, v iN 

(t)], which describes the velocity of the i-th particle at the t-th 

iteration, with 𝑣𝑖𝑗(𝑡)v ij(t) indicating the particle's speed along 

the j-th dimension. Thus, these equations collectively detail 

the evolutionary status of a particle within an N-dimensional 

space across different time steps.The local best of the i-th 

particle is denoted by = 1, 2,..., whereas the global best of the 

entire herd is represented by = 1, 2,.... Positive constants c1 

and c2, typically known as the learning factor, are utilized in 

conjunction with random numbers R1 and R2, which fall 

within the range of 0 to 1. The calculation of the new particle's 

velocity is accomplished using Eq. (5), taking into account the 

previous velocity, the distance to the particle's best position 

(local best), and the distance to the best position of the herd 

(global best) from the current position. Subsequently, the 

particles move towards a new position as determined by Eq. 

(6). Upon the execution of this PSO algorithm for a specific 

number of iterations until meeting the termination criterion, a 

solution is obtained based on the global best. 

D. DATA PREPROCESSING 

Data preprocessing is an important step in overcoming 

problems such as missing values and scale differences in the 

dataset. Handling missing values is done using the mean 

imputation method, where the average value of the attribute 

is used to replace empty data. This step was chosen because 

this method is simple and has proven effective in similar 

studies. For data normalization, the Min-Max Normalization 

method is used to scale the data to a range of 0 to 1.   

 Normalization is needed to avoid the large influence of 

attributes that have a very different range of values. 

Nowadays, with the increasing speed and volume of data, 

missing values are a common occurrence in quantitative 

research [22][23]. Handling missing values is a repetition of 

part of the pre-processing stage so as to convert the missing 

value (NaN) into a value so that calculations can be carried 

out. This research uses imputation, namely the average value 

(mean) as a replacement for data with empty values[2]. 

 Data normalization is a form of data processing used in 

computer science, especially in machine learning [24]. This 

method aims to balance values that have different scales. The 

method used to normalize this data is the Min-Max 

Normalization method. In this method, minimum and 

maximum values are handled and other values are 

normalized based on them.  This method can be done using 

the formula in Eq. 7 [25]. 

𝑋1
𝑋1−𝑚𝑖𝑛(𝑋)

𝑀𝑎𝑥 (𝑋)−  𝑀𝑖𝑛(𝑋)
          (7) 

where X1 represents a distinct value intended for 

normalization, x1 denotes the outcome after normalization, 

minx(x) signifies the minimum value associated with an 

attribute, while max(x) denotes the maximum value linked to 
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an attribute. The range is in the interval [0,1], and the interval 

length is 1[26]. 

F. ENCODING 

Encoding transforms categorical variables into numerical 

values or vectors of numbers. Most Machine Learning (ML) 

models require numerical data for processing. A Label 

Encoder assigns integers to feature categories, ranging from 

1 to N, where N represents the number of unique categories. 

Although this approach is straightforward, determining the 

most appropriate encoding for a given problem can be 

challenging, particularly when dealing with unordered 

categorical data. This technique is referred to as ordinal 

encoding because it imposes an order on the feature 

categories. If there is a natural order within the data, this 

encoding method can be advantageous as it preserves more 

information for model training[27], [23], [28]. Since the 

dataset has categorical attributes, the encoding process is 

done using the Label Encoding method to convert 

categorical variables into numeric ones. This approach is 

chosen because it is compatible with the ELM algorithm 

which can only work with numeric variables. 

E. MODEL EVALUATION 

In pattern recognition and other areas of machine learning, 

the diagonal elements of a confusion matrix, which denote 

the number of accurately classified instances, are frequently 

used to evaluate the effectiveness of a classification 

approach. This is done by comparing the results produced by 

an algorithm or human observer to a "gold standard" or 

expert classification. The key concept is that the algorithm 

(or observer) generates its own internal classification and 

must align these with the predefined categories provided by 

the gold standard [29]. Evaluation using the confusion matrix 

will get an accuracy value. This accuracy value is the 

percentage of data that has been classified correctly by an 

algorithm. The matrix is explained in TABLE 2. 

TABLE  2 

Confusion matrix 

Classification 
Predicted Class 

Class = Yes Class = No 

Class = Yes True Positif (TP) False Negatif (FN) 
Class = No False Positif (FP) True Negatif (TN) 

 

Classification accuracy is calculated from the confusion 

matrix by adding the number of correct classifications (true 

positives and true negatives) and dividing this sum by the 

total number of instances. The accuracy formula is given by 

Eq. (8) [12], [29], [30], [31]. The evaluation of the model 

utilizes the confusion matrix to determine accuracy as the 

primary metric, which is obtained by comparing predicted 

values to actual outcomes. 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃+𝑇𝑁

𝑇𝑃 + 𝑇𝑁 +𝐹𝑃 +𝐹𝑁
        (8) 

III. RESULT 
A. PREPROCESSING 

The data set exhibits a large number of missing values, in 

addition to containing a mix of nominal and binomial data 

types. Therefore, it is very important to perform 

preprocessing, which is defined as the manipulation of the 

data set before it is integrated into the model. The initial step 

in preprocessing involves handling missing values. Initial 

management of missing values during the process of 

retrieving data from the database requires replacing some 

null attribute values with "NaN" designations. This 

illustration of the data acquisition procedure will display the 

first five attributes of the dataset. Upon completion of 

missing value management, certain nominal attributes will 

undergo coding to convert them into a numeric 

representation. The conclusion phase of pre-processing 

involves data normalization, which aims to ensure that 

attributes have equal significance. Currently, data 

normalization uses a min-max normalization approach, 

where the range between the lower limit is set at 0 and the 

upper limit at 1. The results of the data normalization process 

can be seen in TABLE 3. 

TABLE  3 

Data Normalization 

Age 
Blood 

Pressure 

Red 

Blood 

Cells 

Hemoglobin 
Diabetes 

Melitus 
… Class 

0.523 0.231 1 0.837 1 … 0 

0.057 0 1 0.558 0 … 0 

0.682 0.231 1 0.442 1 … 0 

0.523 0.154 1 0.551 0 … 0 

0.557 0.231 1 0.578 0 … 0 

0.750 0.308 1 0.619 1 … 0 

B. EVALUATION OF HIDDEN NODE QUANTITY 

To get the best evaluation results, optimal parameters of the 

research method are needed. The first test is to look for 

hidden nodes, the results of this test can be seen in TABLE 

4. 

TABLE  4 

Testing of Hidden Node 

Number 
of 

Hidden 
Nodes 

Accuracy of trial no. (%) Average 
(%) 

1 2 3 4 5 

3 96.67 94.17 95.83 96.67 97.50 96.17 
5 93.33 95.00 94.17 99.17 95.00 95.33 
7 97.50 98.33 96.67 97.50 95.83 97.17 
9 99.17 98.33 93.33 98.33 96.67 97.17 
11 97.50 96.67 98.33 96.67 97.50 97.33 

C. TESTING OF POPULATION 
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This test functions to find out what the optimal population 

parameters are for further use in this research. The results of 

population testing can be seen in TABLE 5. 

TABLE  5 

Testing of Population 

Size of 
Population Accuracy of trial no. (%) Average 

(%) 

1 2 3 4 5 

20 95.00 97.50 93.33 96.67 95.00 95.50 
40 94.17 96.67 96.67 99.17 97.50 96.84 
60 97.50 96.67 97.50 95.83 96.67 96.83 
80 98.33 97.50 98.33 99.17 97.50 98.17 
100 97.50 96.67 98.33 96.67 97.50 97.33 

D. TESTING OF THE NUMBER OF ITERATION 

The final parameter test is the maximum iteration test, where 

this test is to find out how many maximum iterations can 

provide the best results. The results of this test can be seen 

in TABLE 6. 
TABLE  6 

Testing of the Number of Iteration 

Number 
of 

Iteration 

Accuracy of trial no. (%) Average 
(%) 

1 2 3 4 5 

3 98.33 99.17 98.33 96.67 98.33 98.17 
5 96.67 96.67 95.00 99.17 98.33 97.17 

10 97.50 96.67 98.33 98.33 97.50 97.67 
15 93.33 98.33 97.50 95.83 97.50 96.45 
20 97.50 99.17 98.33 98.33 99.17 98.50 

E. ELM TESTING  

This evaluation aimed to measure the effectiveness of the 

traditional ELM approach without the integration of PSO 

optimization. The test was carried out over five iterations, 

and the mean results were determined. The outcomes of this 

evaluation are shown in TABLE 7. 

TABLE  7 

ELM Testing 

ELM 

Accuracy of trial no. (%) Average 
(%) 

1 2 3 4 5 

62.50 62.50 37.50 37.50 37.50 47.50 

  

 The accuracy results for conventional ELM indicate 

inconsistent performance, with a significant decrease in 

accuracy in trials 3 to 5. This variability might suggest the 

sensitivity of the model to certain initialization conditions or 

the limited optimization capability of the conventional 

method. The variability of these test results suggests that 

conventional ELM may have weaknesses in accuracy 

stability, which may be affected by random weight 

initialization or other non-optimal conditions. This reflects 

the limitations of the model in handling complex problems 

without additional optimization mechanisms. 

F. PSO-ELM TESTING 

This test was carried out to determine the evaluation value of 

applying the ELM method with PSO optimization. In this 

test, the program was also run 5 times and then the average 

of the test results was obtained. The results of this test can be 

seen in TABLE 8. 

 The PSO-ELM method demonstrates a substantial 

improvement in accuracy, achieving an average of 98.50%. 

Compared to the conventional ELM method, PSO-ELM 

consistently performs better across all trials. The standard 

deviation of the accuracy values is relatively small, 

indicating stable performance across different runs. In 

addition to the increased accuracy, the PSO-ELM method 

also shows higher stability. This is indicated by the low 

standard deviation in the test results, indicating that the 

performance of the PSO-ELM model is more consistent than 

conventional ELM. This shows the superiority of PSO in 

optimizing ELM parameters and reducing the variability of 

the results. 
TABLE  8 

PSO-ELM Testing 

ELM with 
PSO 

Accuracy of trial no. (%) 
Average (%) 

1 2 3 4 5 

97.50 99.17 98.33 98.33 99.17 98.50 

 

 Based on the test results, the PSO-ELM method managed 

to significantly increase accuracy compared to conventional 

ELM. The average accuracy obtained by PSO-ELM was 

98.50%, while conventional ELM only reached 47.50%. In 

addition, PSO-ELM showed higher consistency, indicated 

by a lower standard deviation. These results indicate that 

optimization with PSO not only improves accuracy but also 

the stability of model performance. 

IV.   DISCUSSION 

In this research, an experiment was carried out to compare 

the efficacy of the standard ELM with the PSO-enhanced 

version of ELM using a chronic kidney disease dataset 

sourced from Alagappa University. This dataset includes 400 

entries with 25 features and 2 categories. The data underwent 

preprocessing steps such as addressing missing values, 

encoding categorical variables, and applying min-max 

normalization to ready the data for further analysis. 

In the section on handling Missing Values, preprocessing 

is used to convert missing values (NaN) into a value so that 

calculations can be carried out. The first thing to do is 

identify the number of missing values for each attribute, then 

two types of treatment are carried out, the first is handling 

numeric data and the other is handling nominal data. 

Handling missing values for numeric data is carried out using 

the average method (mean), and for nominal data using the 

.iloc[] function, both use the same function in Python. 

Preprocessing is then carried out by encoding, where the 

dataset no longer has missing values, then the values of 

several nominal attributes and target classes which have 

binomial values are changed to numeric (real). This system 

of changing nominal values to numeric is coded using 

python. Encoding is not only done on attributes, but also on 

target classes. The final preprocessing is data normalization, 
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this normalization is used to rescale the data. Namely so that 

each attribute has the same weight. In this study, the 

normalization carried out was min-max normalization. 

Where the data is transformed into predetermined intervals. 

Min-max normalization is carried out through python 

coding, where the specified interval is [0,1]. The results of 

min-max normalization can be seen in TABLE 3. 

Once the data has been preprocessed, a series of tests is 

conducted to determine the optimal parameters for the best 

evaluation outcomes. The initial test focuses on varying the 

number of hidden nodes to evaluate its effect on the 

performance of diagnosing chronic kidney disease using the 

Extreme Learning Machine method with PSO optimization. 

The parameters for this evaluation include a 70% training 

and 30% testing data split, a population size of 100, 2 

iterations, an inertia weight of 0.5, and both constants c1 and 

c2 set to 1. This test is executed 5 times with hidden node 

counts of 3, 5, 7, 9, and 11. The findings from this test are 

detailed in TABLE 4. 

The second phase of testing focuses on determining the 

optimal population size for achieving the best evaluation 

results. This phase utilizes the previously established 

parameters: 11 hidden nodes, 2 iterations, an inertia weight 

of 0.5, and both constants c1 and c2 equal to 1. The 

population size testing is conducted across five different 

sizes: 20, 40, 60, 80, and 100. The outcomes of this phase are 

detailed in TABLE 5. 

The final phase of testing focuses on determining the 

optimal number of iterations for achieving the best 

evaluation results. This phase uses the previously established 

parameters: 11 hidden nodes, a population size of 80, an 

inertia weight of 0.5, and constants c1 and c2 both set to 1. 

The test is performed with different iteration counts—3, 5, 

10, 15, and 20—and each configuration is tested five times. 

The results of this phase are shown in TABLE 6. 

Once the optimal parameters are established and the 

dataset has been preprocessed, both the standard ELM 

method and the ELM method with PSO optimization are 

assessed. The goal of this evaluation is to examine the 

effectiveness and suitability of the ELM approach. The 

initial test applies the conventional ELM method with 11 

hidden nodes, running the program 5 times to compute the 

average performance results, as shown in TABLE 7. 

Finally, the ELM method with PSO optimization is tested 

using the previously determined optimal parameters to 

evaluate its performance and applicability. This test employs 

11 hidden nodes, a population size of 80, 20 iterations, an 

inertia weight of 0.5, and constants 1 (c1) and 2 (c2) both set 

to 1. The program is run 5 times to obtain the evaluation 

results, with the average performance displayed in TABLE 8 

and a comparison with the conventional ELM method shown 

in FIGURE 3.  

The empirical findings derived from these rigorous tests 

unequivocally indicate that the disparity in the evaluation 

metric associated with the Extreme Learning Machine  when 

enhanced through Particle Swarm Optimization is 

significantly greater than that observed with the traditional 

ELM approach, which has been conventionally employed in 

various applications. In particular, there exists a remarkable 

and noteworthy contrast in the average evaluation values, 

which are recorded as 47.50% for the conventional ELM 

methodology and a striking 98.50% for the PSO-optimized 

ELM, thus underscoring the substantial improvement 

afforded by the latter optimization technique. Furthermore, 

this notable outcome is corroborated by prior scholarly 

investigations that focused on the classification of cardiac 

ailments, wherein the utilization of a confusion matrix 

revealed that the PSO-enhanced ELM achieved a markedly 

superior accuracy rate in comparison to its conventional 

ELM counterpart, as documented in previous academic 

literature[8]. The stability of PSO-ELM, indicated by its 

lower standard deviation, further demonstrates its robustness 

across multiple tests. This stability is critical for medical 

applications where consistent performance is critical for 

reliable diagnostics. 

 

FIGURE 3. Comparison of accuracy evaluation values from ELM and 
PSO-ELM 

The comparative analysis of the results obtained from our 

extensive investigation in conjunction with the results from 

previous scholarly efforts uncovers significant differences in 

the effectiveness of the methodologies utilized. Specifically, 

the Extreme Learning Machine (ELM) technique that we 

implemented resulted in a quantifiable outcome of 47.5, 

whereas earlier investigations utilizing the ELM approach, 

as documented in reference [8], achieved a comparatively 

superior result of 57.32. Conversely, the PSO-ELM method 

that we employed yielded an impressive result of 98.5, in 

stark contrast to a preceding study that utilized the PSO-

ELM technique, which recorded a significantly lower 

outcome of 83.74, as indicated in reference [8]. This 

0.00%

10.00%

20.00%

30.00%

40.00%

50.00%

60.00%

70.00%

80.00%

90.00%

100.00%

1 2 3 4 5 6

A
cc

u
ra

cy
 (

%
)

Number of Testing

Comparison of Accuracy Evaluation Values 

from ELM and PSO-ELM

ELM PSO-ELM

https://jeeemi.org/index.php/jeeemi/index


Journal of Electronics, Electromedical Engineering, and Medical Informatics 
Multidisciplinary: Rapid Review: Open Access Journal                                Vol. 6, No. 4, October 2024, pp: 499-508;  eISSN: 2656-8632 

Homepage: jeeemi.org                                                                                                                                                                                                              506               

analytical comparison underscores the notion that, despite 

our application of the PSO-ELM method demonstrating 

markedly improved results in comparison to the earlier 

iterations of the PSO-ELM methodology, our 

implementation of the ELM technique continues to fall short 

when juxtaposed with the results attained by previous 

research employing the ELM framework. Seen in FIGURE 

4. 

 

 

FIGURE 4.  Compare our results with other similar studies 

 The study has several limitations that must be addressed. 

Firstly, the dataset used, obtained from Alagappa University 

with 400 data points, may not fully represent the diversity of 

CKD cases, potentially affecting the generalizability of the 

results. The preprocessing techniques, including mean 

imputation and min-max normalization, may not be optimal 

for all data types, and the sensitivity of performance to 

parameters like the number of hidden nodes and iterations 

suggests that the results may vary with different 

configurations. Additionally, the fixed data split used in 

training and testing could introduce bias, and the lack of 

cross-validation further limits the robustness of the findings. 

 Despite these limitations, the study has significant 

implications. The substantial improvement observed with the 

PSO-ELM over conventional ELM underscores the potential 

of optimization techniques to enhance model performance. 

This suggests that integrating advanced optimization 

methods can lead to better predictive accuracy, which is 

particularly valuable for applications in medical diagnostics. 

Future research should address these limitations by 

expanding the dataset to include a wider range of CKD cases. 

Exploring alternative preprocessing methods and 

incorporating cross-validation may improve the robustness 

and generalizability of the findings. Furthermore, 

investigating other optimization techniques beyond PSO 

may provide additional insights to improve classification 

accuracy and model performance. 

V.   CONCLUSION 

Through a series of experiments, optimal parameters for both 

ELM and PSO-ELM were determined. Hidden node testing, 

population testing, and iteration testing were conducted to 

identify the best configurations. The conventional ELM 

method, when tested with various hidden nodes, population 

sizes, and iteration counts, achieved an accuracy of 47.50%. 

In contrast, the PSO-ELM method, which incorporated 

optimization through Particle Swarm Optimization with 

parameters set at 11 hidden nodes, a population size of 80, 20 

iterations, an inertia weight of 0.5, and constants c1 and c2 

both set to 1, demonstrated a substantial improvement in 

performance. The PSO-ELM method achieved an impressive 

average accuracy of 98.50%. 

 The empirical findings reveal that PSO-ELM not only 

significantly enhanced the accuracy of CKD classification but 

also provided greater consistency across trials compared to 

conventional ELM. This improvement is evidenced by a 

higher average accuracy and a lower standard deviation, 

indicating more reliable performance. These results suggest 

that the integration of PSO with ELM can significantly boost 

model performance, making it a promising approach for 

medical diagnostics. 

 The practical implications of this research are noteworthy. 

The substantial increase in accuracy with PSO-ELM suggests 

that such optimization techniques could lead to better 

diagnostic tools in clinical settings, potentially improving 

patient outcomes through more accurate and reliable disease 

classification. Enhanced diagnostic accuracy can contribute to 

more effective treatment plans and better management of 

chronic kidney disease. 

 However, the study has certain limitations. The dataset 

used, while comprehensive, may not fully capture the diversity 

of CKD cases, which could affect the generalizability of the 

findings. Additionally, the preprocessing techniques 

employed, including mean imputation for missing values and 

min-max normalization, may not be optimal for all types of 

data. The fixed data split for training and testing, along with 

the absence of cross-validation, could introduce bias and limit 

the robustness of the results. 

 Future research should focus on expanding the dataset to 

include a wider variety of CKD cases and exploring alternative 

preprocessing methods to improve data handling. 

Additionally, employing cross-validation techniques will help 

enhance the reliability of the findings. Investigating other 

optimization methods beyond PSO could also provide further 

insights into enhancing classification performance. These 

steps will contribute to advancing the practical utility of 

machine learning models in diagnosing chronic kidney disease 

and potentially other medical conditions. 
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