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ABSTRACT Approximately 70 million people worldwide have been infected with the Hepatitis C virus (HCV), which is a 
significant health problem associated with severe liver diseases such as acute hepatitis cirrhosis, and chronic hepatitis. HCV, 
which is part of the Flaviviridae family, encodes a single polyprotein consisting of 3010 amino acids, which is processed into 
10 polypeptides, including the core structural protein, envelope glycoproteins E1 and E2, and nonstructural proteins such as 
NS3, NS5A, and NS5B. This study used machine learning to analyze HCV polyproteins with various fingerprinting methods 
and regression algorithms. Specifically, the default model outperformed the hyperparameter-tuned model in both R² and 
Adjusted R² values. Gradient Boosting Regression (GBR) and Random Forest Regression (RFR) were particularly effective, 
with GBR achieving the highest R² using PubChem fingerprints. Although hyperparameter tuning did not significantly improve 
model predictions, feature importance analysis provided valuable insights into specific features that impact model performance. 
This analysis not only simplifies the model but also highlights the most relevant features of the HCV polyprotein. These 
findings have practical implications for the development of more targeted and effective antiviral therapies. By identifying key 
features that influence model performance, this study contributes to a deeper understanding of the HCV polyprotein structure, 
which is critical for developing new drugs. Insights gained from feature importance analysis can drive future efforts in drug 
discovery, allowing for more precise therapies targeting HCV, potentially leading to improved global health outcomes. 

INDEX TERMS drug discovery, hepatitis C virus, machine learning, polyprotein, regression algorithm.

I. INTRODUCTION 
Hepatitis C virus (HCV) is a pathogen that chronically 
infects approximately 70 million people worldwide and 
poses a significant global health threat[1][2]. Hepatitis C 
(HCV) is a major cause of liver disease, with one-third of 
individuals with chronic HCV infection developing liver 
cirrhosis. In chronic HCV infection, host immune factors 
together with the actions of HCV proteins that enhance viral 

persistence and immune system dysregulation impact the 
immunopathogenesis of HCV-induced hepatitis[3]. 
Hepatitis C virus (HCV) is an RNA virus that enters the body 
through the mouth[4]. Transmission or blood plasma, unsafe 
health care, blood or blood plasma transfusion are unsafe 
injection practices [5]. Hepatitis C virus does not distinguish 
continental boundaries, so it can be found in almost all places 
where humans live [3]. It is estimated that although the 
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incidence of HCV infection appears to be decreasing in 
developed countries, secondary deaths associated with HCV 
infection will continue to increase over the next 20 years [6]. 
Thus, although many data suggest that HCV infection could 
be eliminated in the next 15-20 years with focused 
therapeutic strategies [7][8]. A good understanding of  HCV 
infection should be necessary to develop strategies to prevent 
new infections. As a member of the Flaviviridae family, 
HCV can cause a variety of clinical outcomes, including 
acute hepatitis, chronic hepatitis, cirrhosis, or the 
establishment of an asymptomatic carrier state that can last a 
lifetime [9]. The chronic nature of HCV infection 
emphasizes the importance of developing better predictive 
models to understand the disease course and improve clinical 
management[10][11].  
   As with other members of the Flaviviridae family, the 
Hepatitis C virus (HCV) genome encodes a single 
polyprotein. This polyprotein consisting of 3010 amino acids 
is processed by cellular and viral proteases to produce 10 
polypeptides [12]. Polypeptides range from structural 
proteins such as core proteins and envelope glycoproteins E1 
and E2, to nonstructural proteins such as NS1, NS2, NS3, 
NS4A, NS4B, NS5A, and NS5B, each of which has a 
different role in HCV RNA replication and particle 
assemble[13] . Nonstructural proteins are released from the 
polyprotein after cleavage by HCV NS2-3 and NS3-4A 
proteases, while structural proteins are released by host 
endoplasmic reticulum (ER) signaling peptidases [14]. 
Polyprotein processing is initiated co-translationally and 
post-translationally by host and viral proteases, resulting in 
the formation of functional proteins of at least 10 individual 
structural proteins: 5′-C-E1-E2-p7-NS2-NS3-NS4A-NS4B- 
NS5A-NS5B-3' [13][15]. Structural proteins go into the 
formation of a virus particle, but nonstructural proteins 
contribute significantly to the replication complex and the 
ability of the virus to evade the host immune system [16]. 
For example, an NS3/4A protease complex is essential in 
polyprotein maturation, while NS4B has importance in the 
formation of the membrane mesh, a unique structure in the 
host cell in which viral replication occurs [16][17]. In 
addition, proteins such as NS5A have diverse roles, 
including modulation of the host immune response and 
involvement in the assembly of viral replication complexes 
[15]. 
   A further process mediated by signal peptide peptidases 
also occurs at the C-terminus of capsid proteins [18]. In 
addition to large open reading frames encoding polyproteins, 
the HCV genome contains overlapping +1 reading frames 
that can lead to the synthesis of additional proteins [19]. 
   New drug development often starts from an unmet clinical 
need. In the case of HCV it is especially important. Due to 
the genetic variability and drug resistance of this virus [20]. 
There are several effective therapies, the genetic variability 
of the virus and drug resistance remain major challenges. 
Therefore, there is an urgent need to find new therapeutic 
targets and develop more effective drugs. 
   Drug discovery programs are initiated because there are 
diseases or clinical conditions that have no suitable means of 
treatment, and this unmet clinical need is the motivation that 

drives the project [21][22],. The unmet clinical need 
becomes a driver to lead to research that generates data and 
develops a hypothesis using potential treatment pathways 
[23]. Early research, which is often the case in academia, 
generates data to develop hypotheses regarding the inhibition 
or activation of pathways that will produce a treatment effect 
in a disease state. The result of this research is the selection 
of targets that may require further validation before 
proceeding to the drug discovery state to gain support for 
drug discovery efforts [23]. During lead discovery, an in-
depth search is conducted to find small molecules such as 
drugs or biological therapeutics, usually called development 
candidates, which will proceed to the preclinical testing 
stage, and if successful, to the clinical development stage, 
and ultimately become marketable drugs [24]. 
   Machine learning is an important and rapidly growing area 
in computer-assisted drug discovery [25]. Machine learning 
algorithms are pattern recognition in understanding a 
mathematical relationship between empirical observations of 
small molecules and predicting the properties of new 
compounds. Compared to physical models, machine learning 
techniques are more efficient and scalable to large data sets 
without requiring large computational resources. One of the 
main application areas for machine learning in drug 
discovery is helping researchers understand and utilize the 
relationship between chemical structure and its biological 
activity or SAR [26]. Machine learning technology is built 
on disciplines such as statistics, mathematics, and data 
mining, which allows systems to learn from existing data 
without the need for manual reprogramming [27]. 
Nowadays, machine learning has become a major highlight 
in technology due to its capabilities and rapid development 
[28]. Machine learning can provide abundant data utilization, 
both from the internet and from data collection sensors. 
Machine learning algorithms such as Decision Trees, 
Random Forests, Support Vector Machines, and K-Nearest 
Neighbors have shown high accuracy in diagnosing and 
predicting diseases such as eye disorders, diabetes, 
Alzheimer's, heart disease which proved that machine 
learning can improve work efficiency, ensure quality, 
abundant utilization, and drive innovation in various 
industries [29][34] Machine learning is also useful in 
processing big data from sensors, which leads to mole cular 
computing [30]. however, large amounts of data can be a 
problem, and integrating human knowledge is crucial  [31]. 
   Although much research has been done on Hepatitis C, 
predictive and analytical approaches are still lacking. We can 
use Machine Learning to analyze Hepatitis C virus genotype 
1a (isolate 1) (HCV) by using several regression algorithms 
and fingerprinting techniques. These techniques allow the 
identification of specific patterns and characteristics of 
polyproteins that may not be visible through conventional 
analysis. Therefore, this study aims to fill the gap and 
provide new insights that can be used in the development of 
more effective therapies.   

   FIGURE 1 shows the steps of the Hepatitis C virus 
(HCV) analysis process starting with data collection and 
screening, after which data labeling and standardization are 
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carried out using the SMILES format, then the data is 
processed to  calculate pharmacokinetics and obtain 
molecular fingerprints, as well as conversion and 
normalization of IC50 data. Furthermore, chemical space is 
carried out with the aim of understanding the relationship 
between molecular structure and biological activity. When 
the dataset is ready, it will be divided into training data and 
testing data to train and evaluate the regression model to be 
selected. Once the model has been trained, its performance 
will be evaluated and analyzed to determine the most 
influential features. Then, the results of the model's 
performance will be compared using several metrics, such as 
R-Square and Adjusted R-Square, and finally conclusions 
will be drawn based on the results of the analysis that has 
been carried out. This systematic approach is expected to 
provide new insights in the development of more effective 
therapies for HCV. Furthermore, it will discuss some 
machine learning regression algorithms and fingerprinting 
methods, this research aims to make an analysis of Hepatitis 
C virus (HCV) polyproteins. This study will detail the entire 
process, starting from data preparation, where bioactivity 
data derived from the ChEMBL database will be cleaned and 
labeled, after which pharmacokinetic and fingerprinting 
calculations will be performed. The data will then undergo  

hyperparameter tuning to optimize performance, and feature 
importance analysis will be performed to identify key 
predictors. The results will then be compared across different 
models to determine the most effective approach for HCV 
polyprotein analysis, ultimately aiding in drug discovery and 
therapy development. 
 
II. METHODS 
Using several machine learning regression algorithms and 
several fingerprint methods, this research will create a 
comparative Hepatitis C polyprotein virus analysis. In this 
section, the flow of the research process will be explained, 
starting from data preparation to entering the feature 
important section by going to the chemical space analysis 
section, namely drug discovery and also data comparison. 
 
A. DATA PREPARATION 
This section, we collected and prepared data to compare 
Hepatitis C virus polyproteins using different fingerprinting 
methods and predefined algorithms. The bioactivity dataset 
was obtained from ChEMBL through its website and an 
accessible Python Application Programming Interface (API) 
[35]. 
 
 

 
FIGURE 1. Research Course 
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FIGURE 2. Frequency of compounds by bioactivity class. 
 
   In clinical trials, each principal investigator may need to 
provide consent to share data with participants. In the case of 
prospective studies, where study data is collected 
prospectively, consent is also required. After clinical 
approval, relevant data needs to be accessed, queried, de-
identified, and securely stored [36]. The target retrieved was 
CHEMBL4620. At that time, there were 243 data on the 
bioactivity of inhibitors against HCV replication polyprotein 
stored in the CHEMBL database. Before data processing is 
carried out, data cleaning will be carried out to improve the 
quality of more accurate data and avoid anomalous data, with 
data cleaning ensuring data is ready to enter the analysis 
stage [37]. In the next stage, a compound labeling will be 
carried out which is divided into 3 namely 'active', 'between', 
and 'inactive', this labeling will display the frequency of each 
bioactivity class which can be seen in FIGURE 2. Labeling 
it with a value less than 1000nM will be declared that the 
compound is 'active'. If the value of the compound is between 
1000nM and 10000nM then the compound will be declared 
'between', and if it is above 10000nM then it will be declared 
an 'inactive' compound [35].  
   Pharmacokinetics is a pharmaceutical science about a drug 
that can be absorbed by the body. After performing a 
labeling, a pharmacokinetic calculation is performed 
including the number of hydrogen bond donors 
(NumHDonors), the number of hydrogen bond acceptors 
(NumHAcceptors), molecular weight (MW), and the Ghose-
Crippen-Viswanadhan octanol-water partition coefficient 
(LogP). By performing a pharmacokinetic calculation, an 
overview of the statistical analysis can be made. Then, the 
value of the Inhibitory Concentration 50% (IC50) is changed 
to the negative logarithm of the IC50 value (pIC50), then a 
fingerprint is formed to continue modeling using a regression 
algorithm. 
  
B. FEATURES EXTRACTION 
Fingerprinting in chemistry involves creating unique 
representations of chemical structures to facilitate the 

analysis of molecular similarities and properties. PubChem 
fingerprints are created through a series of pre-designed 
molecular substructures. These fingerprints are binary 
vectors that indicate the presence or absence of these 
substructures in the molecule. PubChem fingerprinting is 
particularly useful in database searching and similarity 
assessment as it offers a representation of complex molecular 
features. This method tends to perform well in detecting 
compounds with similar biological activities due to its 
detailed and complete substructure coding [38]. 
   MACCS keys are a series of 166 predefined structures that 
provide a binary representation of a molecule. Each key 
corresponds to the presence (1) or absence (0) of a particular 
structural feature. MACCS keys are widely used due to their 
ease and efficiency in structural similarity searches. These 
keys present a balance between computational efficiency and 
the ability to retrieve appropriate chemical features, making 
them suitable for a wide range of chemical applications [39]. 
 
   E-State fingerprinting provides information about the 
electronic state and topological status of atoms in a molecule. 
This fingerprint considers both the innate electronic 
properties of atoms and their interrelationships within the 
molecule. This dual consideration allows E-State 
fingerprinting to capture more diverse aspects of molecular 
structure, which can be very beneficial in quantitative 
structure-activity relationship (QSAR) studies and other 
applications that require detailed electronic information [40]. 
 
C. HYPERPARAMETER TUNING MODELING 
In this study there are two stages of modeling to get an 
evaluation of the performance of the regression model. First, 
modeling with default parameters that have been determined 
from the algorithm used and modeling with hyperparameter 
tuning by determining the parameters you want to use and 
also the feature selection you want to use which aims to get 
the optimal hyperparameter combination. The purpose of 
this approach is to compare R² and Adjusted R² from both 
models. 
 
D. FEATURE IMPORTANCE 
Feature Importance is a step to measure the influence of each 
input feature on machine learning model prediction. By 
knowing which features affect the prediction results the 
most, practitioners and researchers can get information about 
the data and models used. Feature importance analysis helps 
in: 
 
1. MODEL SIMPLIFICATION 
Identifying and removing less important features can 
simplify the model, making it easier to interpret and faster to 
execute. This process can improve model efficiency and also 
help reduce complexity [41]. 
 
2. DATA UNDERSTANDING 
Knowing which features are most influential helps 
researchers understand the factors underlying predictive 
outcomes. This is particularly useful in fields like 
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biomedicine, where a deep understanding of important 
factors can guide clinical interventions. 
 
3. MODEL PERFORMANCE IMPROVEMENT 
Focusing on the most important features can improve model 
performance by reducing noise from irrelevant features. 
 
4. MODEL VALIDATION 
Knowing the important features allows further validation of 
the model results with domain expertise to ensure that the 
results obtained make logical and scientific sense. 
 
   In this study, the three best models out of 12 tested models 
will be selected based on the highest R² value obtained from 
hyperparameter tuning testing. The algorithms used to 
perform hyperparameters are Gradient Boosting Regression 
(GBR), Random Forest Regression (RFR), AdaBoost 
Regression (ABR) and Hist Gradient Boosting Regression 
(HistGBR). It is important to analyze only the 3 best models 
to understand the contribution of each molecular feature to 
prediction. 
 
III. RESULT 
The research results of the previously described methods will 
be presented as a result of the hyperparameter tuning that has 
been carried out for two different modelings using several 
selected regression and fingerprint algorithms. These results 
include data analysis. 
 
A. CHEMICAL SPACE ANALYSIS 
Chemical Space analysis is shown to evaluate the 
distribution of molecular descriptors in the Hepatitis c virus 
polyprotein dataset. In this Chemical Space, there are four 
descriptors analyzed LogP as in FIGURE 3(a), MW as in 
FIGURE 3(b), NumAcceptors as in FIGURE 3(d), and 
NumHDonors as in FIGURE 3(c). In evaluating the 
distribution of these descriptors, there are significant 
differences between groups in the dataset, here we use the 
Kruskal-Wallis test, the analysis results are made into one 
table. 
   Based on the results of the Kruskal-Wallis test, it was 
concluded that there were significant differences in only 
three descriptors: LogP, MW, NumHAcceptors. This result 
shows that the p value is very small (p < 0.05), which makes 
it possible to reject the null hypothesis (H0). 
 
 1. LOGP 
The values in TABLE 1 show that the LogP distribution is 
significantly different among the descriptor groups. 
 
2. MW 
The MW values in TABLE 1 are also significantly different 
between groups. These significant differences indicate 
variations in molecular size among the descriptor groups. 
 
3. NUMHACCEPTORS 
The number of hydrogen acceptors is significantly different 
between groups. The number of hydrogen acceptors is an 

important parameter in the ability of compounds to interact 
through hydrogen bonding. 
 

TABLE 1 
Kruskal-Wallis test results between bioactivity classes according to 

descriptors 
Descript

or Statistics p alpha Interpretation 

LogP 26.4150 0.000002 0.05 Diffrent 
distribution 
(reject H0) 

MW 45.2368 1.502970e-
10 

0.05 Diffrent 
distribution 
(reject H0) 

NumHD
onors 

0.054 0.973327 0.05 Diffrent 
distribution 
(reject H0) 

NumHA
cceptors 

51.8459 5.518266e-
12 

0.05 Same 
distribution (fail 
to reject H0) 

     
   However, NumHDonors differs from the other descriptors 
in that it does not show that there is a significant difference 
in the distribution of the number of hydrogen donors between 
groups. This suggests that there are differences in each of the 
main chemical descriptors. 
 
B. REGRESSION MODEL PERFORMANCE  
Machine learning techniques in performing correlation 
calculations using Gradient Boosting Regression (GBR), 
Random Forest Regression (RFR), AdaBoost Regression 
(ABR) and Hist Gradient Boosting Regression (HistGBR) 
regression models [42]. In this model, default modeling will 
be performed with the dataset divided into 80% training and 
20% testing to evaluate and compare the four ensemble 
regression models based on several performance evaluation 
metrics R² and Adjusted R². The default model is 
implemented using the library available from 'skit-learn', in 
this model the parameters are not specified manually. 
 

TABLE 2 
Parameter used for modelling. 

Algorithm Parameters Value 

HistGBR 
 
 
 
 
ABR 
 
 
 
GBR 
 
 
 
 
RFR 

variance_threshold__threshold 
regressor__max_iter 
regressor__max_depth 
regressor__min_samples_leaf 
regressor__learning_rate 
variance_threshold__threshold 
regressor__n_estimators 
regressor__learning_rate 
regressor__loss 
variance_threshold__threshold 
regressor__max_depth 
regressor__min_samples_leaf 
regressor__max_features 
regressor__learning_rate 
variance_threshold__threshold 
regressor__n_estimators 
regressor__max_samples 
regressor__min_samples_leaf 
regressor__max_depth 

4 
3 
3 
4 
2 
4 
5 
4 
3 
4 
3 
4 
3 
3 
4 
3 
2 
2 
3 
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   After that, a re-modeling using hyperparameter tuning is 
performed to obtain the optimal combination of parameters. 
Hyperparameter tuning is done to improve the performance 
of the model during training. 
 

TABLE 3 
Performance of algorithmic regression using the default model 

Model RMSE R² Adj R² Fingerprint 

GBR 0.527205 0.844771 1.008945 PubChem 

RFR 0.582567 0.810458 1.076454 MACCS 

GBR 0.598568 0.799904 1.080711 MACCS 

HistGBR 0.611532 0.791142 1.084245 MACCS 
RFR 0.582567 0.774218 1.013010 PubChem 
GBR 0.665663 0.752531 1.383178 Estate 
ABR 0.680017 0.741743 1.104171 MACCS 
HistGBR 0.740795 0.681264 1.401349 Estate 
HistGBR 0.611532 0.740717 1.014941 PubChem 
ABR 0.680017 0.736641 1.015176 PubChem 
RFR 0.731285 0.701334 1.462451 Estate 
ABR 0.748709 0.686932 1.484750 Estate 

 
 

 

 
(a) 

  
(b) (c) 

  
(d) (e) 

FIGURE 3. (a) Depiction of chemical space analysis between molecular weight (MW) and logarithmic partition coefficient (LogP; (b)-(e) Lipinski 
descriptor distribution 
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FIGURE 4. Algorithmic regression performance using the default 4 best 
models (R² shown). 
 

 
FIGURE 5. Algorithmic regression performance using the default 4 best 
models (Adjust R² displayed). 
 
TABLE 2 summarizes the parameters used in the 
hyperparameter tuning modeling process for the four 
algorithms used in machine learning: Histogram-based 
Gradient Boosting Regression (HistGBR), AdaBoost 
Regression (ABR), Gradient Boosting Regression (GBR), 
and Random Forest Regression (RFR). This table shows the 
specific parameters adjusted in optimizing model 
performance such as maximum iterations, tree depth, 
learning rate, and number of estimators, to optimize model 
performance. In addition, the value of each parameter varies.     
   TABLE 3 shows a regression model performance using 
the default model with R² evaluation metric. Evaluated 
models GBR, RFR, ABR, and HistGBR, the results show 
that Gradient Boost Regression (GBR) using PubChem 
fingerprint is the best among other algorithms and 
fingerprints.  However, when viewed in the evaluation 
metric of the Adjusted R² section. The results provide 
information that the Gradient Boost Regression (GBR) 
shows very good performance among other models, but the 
difference is in the fingerprint where the best performance is 
using the Estate fingerprint and the biggest difference is the 
Adjusted R² adjustment on the Estate fingerprint, this shows 
a higher Adjusted R² value compared to the MACCS and 
PubChem fingerprints. 
   From the analysis using the default model, a modeling is 
then performed using hyperparameter tuning. Where the 
function of hyperparameter tuning is to regulate the 
optimization of model performance by adjusting what 

parameters will be used when modeling, where the 
parameters are parameters that are not learned by the model.  
 

TABLE 4 
Performance of algorithmic regression using hyperparameter tuning 

model 

Model  RMSE R² Adj R² Fingerprint 

GBR  0.5697 0.8187 10.104 PubChem 

HistGBR  0.6117 0.7910 10.843 MACCS 
HistGBR  0.6134 0.7899 10.121 PubChem 
GBR  0.6168 0.7875 10.857 MACCS 
RFR  0.6465 0.7665 10.135 PubChem 
RFR  0.6511 0.7633 10.955 MACCS 
HistGBR  0.6730 0.7470 13.917 Estate 
ABR  0.6743 0.7460 11.024 MACCS 
GBR  0.6746 0.7459 13.935 Estate 
ABR  0.6787 0.7428 10.148 PubChem 
RFR  0.6968 0.7288 14.199 Estate 
ABR  0.7367 0.6969 14.693 Estate 

 

 

FIGURE 6. Algorithmic regression performance using hyperparameter 
tuning 4 best models (R² shown). 

 

 
FIGURE 7. Algorithmic regression performance using hyperparameter 
tuning 4 best models (Adjust R² shown). 
 
It can be seen in TABLE 4 If you look at the comparison 
between TABLE 4 and TABLE 3 there are differences where 
there are several models that have increased when doing 
hyperparameter tuning and there are also models that have 
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decreased as well and when viewed from FIGURE 6 it can 
be seen that the best models in hyperparameter tuning are 
HistGBR and GBR where both are best using MACCS and 
Pubchem fingerprints. In FIGURE 7 we can see that the best 
Adjust R² 4 models are in all algorithms but if we compare 
TABLE 3 with TABLE 4 there is an increase in Adjust R² in 
all algorithms using the Estate fingerprint. 
 
C. FEATURE IMPORTANCE 
In performing regression analysis using machine learning 
models such as Gradient Boosting Regression (GBR), 
Random Forest Regression (RFR), AdaBoost Regression 
(ABR), and Hist Gradient Boosting Regression (HistGBR), 
it is very important in analyzing regression algorithms to be 
able to understand which features have a better influence on 
the target. Important features not only improve a model's 
accuracy, but can provide a good understanding to be able to 
explore more important components in the model.  
 

 
FIGURE 8. Feature importance of the model using MACCS fingerprint and 
Random Forest Regression algorithm. 

 

 

FIGURE 9. Feature importance of the model using MACCS fingerprint and 
Gradient Boost Regression algorithm. 
 
   Evaluating the contribution to model performance is part 
of the feature importance selection process. Evaluation 
metrics such as adjusted R² and Adjusted R² can be used to 
evaluate whether the model is well adapted to the complexity 
of the data. Hyperparameter tuning is also used to optimize 
model parameters that are not learned during training to 
achieve the best performance. FIGURE (8-10) shows how 
important this feature is in performing a machine learning 

modeling. The horizontal and vertical axes show the level of 
feature importance to the model performance. The higher bar 
is the most important or most influential feature in modeling 
and the lower bar is the least influential feature in modeling. 
 

 

FIGURE 10. Feature importance of the model using Pubchem fingerprint 
and Gradient Boost Regression algorithm. 

 
The evaluation of feature importance can help to understand 
the role of features used when performing a hyperparameter 
tuning. This feature can allow us to reduce features or 
dimensions that can be reduced to reduce model complexity 
and improve model prediction. 
 
IV. DISCUSSION 
A better understanding of the structure and function of HCV 
polypeptides may pave the way for more effective and safe 
therapies for Hepatitis C. Polypeptides are proteins 
composed of amino acids and are an important component of 
the HCV virus. They play an important role in viral 
replication, disease pathogenesis, and response to therapy. 
Finding optimal algorithms and fingerprinting techniques for 
Hepatitis C Virus (HCV) polypeptide analysis is an 
important step in developing more accurate, efficient, and 
informative analysis methods [32]. This study will evaluate 
the performance of various algorithms for HCV polypeptide 
analysis. Algorithms will be evaluated based on their 
accuracy, sensitivity, specificity, and speed. This research 
will compare various fingerprint techniques for HCV 
polypeptide analysis. Fingerprint techniques will be 
evaluated based on their ability to produce unique and 
informative protein representations. Based on the evaluation 
results, this study will determine the most effective 
fingerprint algorithms and techniques for HCV polypeptide 
analysis [33]. Through a comprehensive evaluation of 
various fingerprinting algorithms and techniques, our 
research shows that in the Regression algorithm using the 
Default Model which shows that Gradient Boost Regression 
(GBR) using Pubchem fingerprint is the best based on R² 
results, but when viewed from Adjust R² the best 
performance is in the model using Gradient Boost 
Regression (GBR) algorithm with E-State fingerprint, both 
of which produce optimal performance for data results in 
HCV polypeptide analysis.  
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   Research on HCV polypeptide analysis has the potential to 
generate valuable information that can contribute 
significantly to a better understanding of the virus, improve 
diagnosis and monitoring methods, and pave the way for the 
development of more sophisticated and accurate therapies. 
The information obtained from fingerprint analysis can also 
be used to design new drugs that target HCV viral proteins 
more specifically and effectively. The results of this study 
are expected to make a significant contribution to the fight 
against Hepatitis C and improve public health globally. 
   Recent studies have shown that HCV Genotype 1a 
provides better virological response to antiviral therapy 
compared to Genotype 1b. This finding was important for 
our study, which used regression analysis to evaluate factors 
affecting therapy outcomes in HCV Genotype 1a [43]. This 
comparison allowed us to assess how characteristics of HCV 
genotype 1a influence response to therapy in a broader 
context. Although this article focuses on differences in 
virologic response, the analysis methodology used, may 
differ from the regression approach applied in our study. 
Differences in analysis techniques may affect the 
interpretation of the results and reveal factors that may not 
have been identified in this study. In addition, findings 
regarding differences in virologic response may provide 
additional context to the results of our regression analysis, 
which aimed to identify variability in therapy response based 
on HCV genotype. Thus, our study is expected to add to the 
understanding of antiviral therapy effectiveness and HCV 
genotype variability in clinical medicine. 
   However, some limitations of this study should be noted. 
For example, this study may be affected by the quality and 
quantity of the data used, as well as possible biases in the 
selection of features and algorithms. Further research is 
needed to overcome these limitations and to explore how the 
same techniques can be applied to larger and more diverse 
datasets. 
 
V. CONCLUSION 
This study aims to find a model with the optimal regression 
algorithm and fingerprint technique to analyze the 
polyprotein of Hepatitis C Virus (HCV). With the model 
carried out using two modeling techniques where the first 
uses default modeling, the second uses a hyperparameter 
tuning model to be able to compare models and analyze 
which model is good to use. Chemical space analysis using 
the Kruskal Wallis test to be able to see significant 
differences in three of the four molecular descriptors (LogP, 
MW, and NumHAcceptors) across the dataset, showing a 
varied distribution among bioactivity classes, while 
NumHDonors did not show significant differences. 
Modeling using the default model shows that the best model 
is GBR as the algorithm and its fingerprint uses Pubchem 
seen from the highest R², while when viewed from Adjust R² 
the best model is GBR with its fingerprint is Estate. After 
using the hyperparameter tuning model, HistGBR and GBR  
show good performance especially on MACSS and Pubchem 
fingerprints, with an increase in Adjust R² on all algorithm 
lags showing Estate fingerprints. The analysis highlights that 
understanding the selection of important features is very 

influential in understanding the complexity of the model and 
making the model more accurate. This study can help 
provide insight into drug selection in hepatitis C polyprotein 
virus using machine learning modeling by looking at R² and 
Adjusted R². This study provides insights into the selection 
of optimal regression algorithms and fingerprinting 
techniques to analyze Hepatitis C Virus polyproteins which 
are expected for future research to be focused on expanding 
the dataset, exploring additional molecular descriptors, and 
integrating using more advanced machine learning 
techniques to further improve the accuracy and application 
of the model in drug discovery efforts for Hepatitis C.  
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