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ABSTRACT Cardiovascular disease (CVD) is the leading cause of death worldwide, contributing to approximately 17.9 

million fatalities each year. Early detection is essential for improving patient outcomes and reducing the burden on healthcare 

systems. In this work, we developed a deep learning model for the automated classification of heart diseases using 

Electrocardiogram (ECG) data. The model is based on a 1D Convolutional Neural Network (CNN) architecture and was trained 

using the MIT-BIH Arrhythmia dataset from Physionet. The data was divided into training, validation, and testing subsets to 

ensure robust model performance. The CNN architecture includes essential components such as convolutional layers, max-

pooling layers, ReLU activation functions, and dropout layers to prevent overfitting and improve generalization. Our model 

was compared with traditional machine learning methods, including logistic regression and Support Vector Machines (SVM). 

The results demonstrate that the CNN model significantly outperforms these traditional approaches. Extensive research has 

validated that automated systems can significantly reduce the time and expertise required for ECG interpretation, particularly 

in emergency scenarios. By leveraging advanced deep learning models, it is possible to enhance the accuracy of heart disease 

detection, ultimately contributing to better patient care and outcomes. The use of deep learning techniques in analyzing ECG 

data enables more precise and efficient diagnosis of cardiovascular conditions, offering a reliable tool for clinical applications. 

Automated ECG analysis reduces the need for extensive manual interpretation, which can be particularly valuable in emergency 

situations where quick and accurate decisions are critical. The integration of deep learning into clinical practice provides an 

effective solution for the early detection of heart disease and the improvement of diagnostic processes. The evaluation results 

indicate that our model achieves an accuracy of 98.29%, a recall of 87.60%, a precision of 93.75%, and an F1 score of 90.37%. 

In conclusion, the study confirms the effectiveness of the CNN model for ECG-based heart disease detection, demonstrating 

its superiority over traditional methods and its potential to significantly enhance diagnostic accuracy and efficiency in clinical 

settings. The findings underscore the value of deep learning models in reducing the reliance on manual ECG interpretation and 

facilitating timely and accurate medical decisions, which are crucial for improving patient outcomes and optimizing healthcare 

resources. 

INDEX TERMS ECG, Cardiovascular disease, deep learning, SVM, logistic regression 

I. INTRODUCTION 

Cardiovascular disease (CVD) is accountable for 17.9 million 

deaths annually on a global scale, making it a primary cause 

of death worldwide, as reported by the World Health 

Organization (WHO) 1D-RCNN & GWOID-19 dia[1]. 

Early identification and precise diagnosis are crucial in 

reducing mortality rates and improving the lives of individuals 

impacted by CVD. This condition encompasses an array of 

heart-related impairments that affect components such as 

coronary arteries, heart membranes, valves, and muscles. 

CVD can develop due to various factors including arterial 

blockages, inflammation, infections, or congenital defects [2]. 

The Electrocardiogram (ECG) is widely utilized in clinical 

practice as a primary diagnostic instrument for identifying 

cardiovascular disease (CVD). It captures the heart's electrical 

activity and offers essential insights into cardiac health [3]. 

Nevertheless, interpreting ECG signals manually demands 

specialized skills and can be time-intensive, particularly 

during urgent scenarios. Consequently, there is a requirement 

for automated systems that can precisely and promptly detect 
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cardiac irregularities. Technological advancements, especially 

in artificial intelligence, have created new opportunities to 

develop automated systems that can enhance healthcare. 

These opportunities include systems that can identify diseases 

using CT scans [4]–[6] or chest X-rays [7]–[9], systems 

capable of detecting brain cancer using MRI [10]–[12], and 

various other ongoing research projects in the healthcare field 

[13]–[15], such as systems that can recognize heart 

abnormalities based on ECG data. Extensive research is 

currently underway in the field of artificial intelligence to 

detect heart disorders using both traditional machine learning 

and deep learning techniques.  

Studies related to artificial intelligence for detecting 

cardiovascular disease (CVD) include research by P. 

sSolainayagi [16], who utilized logistic regression for this 

purpose. The study involved the use of an individual's ECG 

data through an embedded 3-lead ECG kit and conducted real-

time analytics. According to the experimental results, the 

accuracy of the detection approached 90%. 

Furthermore, ECG detection can be carried out using the 

SVM approach, as illustrated by the work of C. M. Ugwu et 

al. [17], who used the MIT-BIH arrhythmia database [18]. In 

their study, they compared the performance of SVM and 

ANN, finding that SVM outperformed ANN, achieving an 

accuracy of 98.7%. However, during the trials, both models 

were unsuccessful in detecting ECG with the Unknown beat 

(U) category. 

In a study by D. P. Singh et al. [19], the MIT-BIH 

arrhythmia database was utilized, and the researcher grouped 

the abnormal ECG labels together under the label "abnormal." 

The dataset was trained using the SVM method, resulting in 

the research achieving an accuracy rate of 97%. 

 

  

FIGURE 1. Research Flowchart. 

Based on numerous studies, researchers are working hard to 

improve accuracy and reduce mistakes in the detection of heart 

disease. The aim of this study is to develop a deep learning 

model for the automated classification of heart diseases using 
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Electrocardiogram (ECG) data. The model is designed to 

outperform traditional machine learning methods and provide 

a reliable tool for early detection and diagnosis of 

cardiovascular conditions.  

 This study makes several key contributions to the field of 

ECG-based heart disease detection using deep learning. First, 

it develops a novel CNN-based deep learning model 

specifically tailored for ECG data, enhancing both 

performance and generalization. Second, it conducts a 

thorough comparison between the proposed CNN model and 

traditional machine learning methods, demonstrating the 

advantages of the deep learning approach. Third, it applies the 

model to the MIT-BIH Arrhythmia dataset, ensuring relevance 

to real-world scenarios and robustness across different types 

of ECG signals. Finally, by automating the analysis process, 

the study provides a practical tool that could significantly 

impact clinical practice, particularly in urgent care settings 

where rapid diagnosis is crucial. 

 
II. METHODOLOGY 

Within this segment, we will examine the research 

methodology that was employed. The research initiative 

commenced by choosing the dataset, which was subsequently 

split into training, validation and testing subsets. The training 

dan validation subset was utilized to facilitate the training of 

the deep learning model as per the suggested framework, 

whereas the testing subset was employed to assess the 

performance of the trained model. The assessment findings of 

the proposed framework were juxtaposed against various 

cutting-edge machine learning techniques. The intricate 

details of the research process can be seen in FIGURE 1. 

A. DATASET 

The dataset utilized in this study was created by Physionet's 

MIT-BIH Arrhythmia Dataset [18] that processed by kachuee 

et al. [20] by (https://www.kaggle.com/ 

datasets/shayanfazeli/heartbeat). This dataset, widely 

employed in cardiology research for ECG signal analysis, 

contains essential electrocardiograms (ECG) data. It 

encompasses various types of arrhythmias detected from ECG 

signals and is categorized into Normal (N), Supraventricular 

Arrhythmias (S), Ventricular Arrhythmias (V), Fusion Beats 

(F), and Unknown (U). Within the Normal (N) category, there 

are 75,000 instances of Normal beat (NOR) representing 

regular heartbeats devoid of any arrhythmias or disturbances. 

FIGURE 2 illustrates a normal beat (NOR) from an 

electrocardiogram (ECG) signal. A normal beat represents a 

regular heartbeat without any arrhythmias or disturbances. It 

serves as a baseline for identifying and comparing other 

types of heartbeats. 

In the example shown in Figure 3 (a), a supraventricular 

ectopic beat is depicted. These are irregular heartbeats that 

originate above the heart's ventricles. It is probable that the 

figure illustrates one of the subsequent types: Atrial 

premature beat (APB), Aberrated atrial premature beat 

(aAPB), Nodal (junctional) premature beat (NPB), or 

Supraventricular premature beat (SPB). 

 
FIGURE 2. Example normal beat. 

 

In FIGURE 3(b) , there is an illustration of a ventricular 

ectopic beat, which refers to an irregular heartbeat that starts 

in the ventricles. This may encompass variations like 

Premature ventricular contraction (PVC), Ventricular escape 

beat (VEB), or Ventricular flutter wave (VFW). 

FIGURE 3(c) displays a fusion beat, which results from 

a normal beat and an abnormal beat coming together. It 

exhibits characteristics of both types of beats and suggests 

the presence of a complex arrhythmia. 

IN FIGURE 3(d), there is an unidentified beat that 

encompasses beats not categorized into predefined groups. 

This can encompass a Paced beat (PAB) or Unclassifiable 

beat (UB), signifying beats that need additional analysis or 

do not conform to standard classifications. 

B. LOGISTIC REGRESSION 

Logistic Regression, an algorithm for classification, is 

utilized to forecast the likelihood of data belonging to a 

specific class when dealing with categorical dependent 

variables. This algorithm, based on statistics, is employed for 

examining data featuring categorical classes like 0/1, yes/no, 

and others [21]. For detail can be seen in Eq. (1). 

 

Ln (
𝑝

1−𝑝
) = 𝛽0 + 𝛽1𝑥1 + 𝛽2𝑥2 + ⋯ + 𝛽𝑛𝑥𝑛  (1) 

where p indicates likelihood of the dependent variable falling 

into the "yes" or "no" group, β0 is an unchanging factor 

coefficient, β1 to β𝑛 denote the regression coefficients for 

each independent factor, and 𝑥1 to 𝑥𝑛 symbolize the 

independent factors. 
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(a)  

(b) 

 
(c) 

 
(d) 

FIGURE 3. (a) example supraventricular ectopic beats, (b) example ventricular ectopic beats, (c) example fusion beats, (d) example unknown beats. 

 
 

C. SVM 

A supervised machine learning algorithm called Support 

Vector Machine (SVM) is utilized for classification and 

regression tasks. SVM is widely used in classification due to 

its ability to address overfitting by identifying the optimal 

hyperplane to separate two classes within a dataset. The 

search conducted by SVM aims to find the optimal 

hyperplane for dividing two classes within a dataset. This 

specific hyperplane is considered the best as it maximizes the 

distance between the data points and the hyperplane [22]. 

SVM employs the kernel trick to deal with non-linear 

datasets. The kernel trick converts the dot product of two 

vectors into a dot product within a higher-dimensional space, 

enabling SVM to manage datasets that cannot be separated 

linearly. SVM's goal is to maximize the margin, which refers 

to the greatest distance between the hyperplane and every 

data point. SVM seeks the hyperplane with the largest 

margin to separate the two classes [23]. The best hyperplane 

in SVM is determined using the Lagrangian formula. The 

formula can be expressed in Eq. (2). 

 

L(α) = ∑ α𝑖 −
1

2
∑ ∑ α𝑖α𝑗𝑦𝑖𝑦𝑗𝑥𝑖 ∙ 𝑥𝑗

𝑚
𝑗=1

𝑚
𝑖=𝑖

𝑚
𝑖=1   (2) 

where α𝑖α𝑗 is the Lagrangian coefficient, 𝑦𝑖𝑦𝑗 is the class 

label, 𝑥𝑖 ∙ 𝑥𝑗 is the feature vector,and m is the number of data 

points [24].  

D. PROPOSED ARCHITECTURE 

In the research, we apply CNN for categorization. 

Convolutional Neural Network (CNN) is an artificial neural 

network type known for its excellent ability to process and 

derive significant features from visual data like images and 

videos. CNN comprises three primary layer types: 

convolutional layers, pooling layers, and fully connected 

layers (FC) [25]. 

convolutional layers layer uses filters connected to the 

input layer and combines input values with filter values on the 

feature map [26]. The goal is to recognize new objects or 

images based on detected features. Typically, CNNs are used 

for image classification, but in this study, we apply them to 

sequential ECG data. Unlike typical 3-dimensional 

convolutional layers used for image data, this research 

employs 1-dimensional convolutional layers for sequential 

ECG data. In a convolutional layer, we use Eq. (3) to perform 
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convolution. Convolution in CNNs means multiplying 

weights with the input image to find features while keeping 

the image's original layout.  

  𝐶𝑜 = (𝐼 ⊗ 𝐶) + B     (3) 

where 𝐶𝑜 is the convolution result, I is the input image, C is 

the filter, B is the bias, and ⊗ means convolution. if simplified 

then the formula can be expressed in Eq. (4). 

𝐶𝑜(𝑖, 𝑗) = (∑ ∑ 𝐼(𝑖 + 𝑝 − 1, 𝑗 + 𝑞 − 1)𝑘
𝑞=1

𝑘
𝑝=1 )  (4) 

where I is the input matrix with dimensions m × 𝑛, C is the 

kernel or filter with dimensions k×k (e.g., 3×3). The 

convolution operation involves sliding the kernel C over the 

input matrix I. At each position, the overlapping elements of I 
and C are multiplied and summed to produce one element of 

the convolution result. Assuming the convolution result I⊗C 

is a matrix with dimensions (m − k + 1)×( n − k + 1), the 

element 𝐶𝑜(𝑖, 𝑗). where i and j are the row and column indices 

of the convolution result. 

After the convolution operation is completed, the bias B is 

added to each element of the convolution result. If B is a scalar, 

then the same value of B is added to every element of the 

convolution result. If B is a matrix, then the elements of BBB 

are added elementwise to the convolution result. The result can 

be written in a more detailed form as Eq. (5). 

𝐶𝑜(𝑖, 𝑗) = (∑ ∑ 𝐼(𝑖 + 𝑝 − 1, 𝑗 + 𝑞 − 1)𝑘
𝑞=1

𝑘
𝑝=1 ) + B(𝑖, 𝑗)   (5) 

where B(𝑖, 𝑗) is the bias value corresponding to the element 

𝐶𝑜(𝑖, 𝑗). In addition to the Convolutional layer, we also utilize 

Maxpooling [27] and ReLU [28] activation. In the 

architecture, Dropout is added to prevent overfitting [29], and 

at the end of the architecture, it connects to a fully connected 

layer. The Maxpooling layer is used to reduce the input size 

and decrease the number of parameters that need to be 

processed. This helps in reducing model complexity and 

enhancing the model's ability to recognize patterns. 

ReLU (Rectified Linear Unit) is an activation function 

used in neural networks to introduce non-linearity and address 

the vanishing gradient problem. The ReLU function computes 

the maximum value between 0 and the input value. If the input 

value is positive, the output is positive [30]. If the input value 

is negative, the output is 0. The Eq. (6). for ReLU is: 

ReLU  = max(0, 𝑥)    (6) 

where, x is input, the condition output ReLu is: 

  ReLu(𝑥) = {
𝑥, 𝑥 > 0
0, 𝑥 < 0

 

Dropout is a regularization technique used in artificial 

neural networks to reduce overfitting and improve model 

performance. This technique works by randomly removing 

some units (nodes/neurons) in the network layer during the 

training process, making the model more robust and less 

dependent on specific features. During training, some units in 

the network layer are randomly selected and removed from the 

network. This makes the network layer appear as if it has a 

varying number of units. The specific configuration of the 

Convolutional Neural Network (CNN) used in this study 

involves multiple layers designed to effectively capture 

features from the ECG data. The architecture begins with an 

input layer for the ECG signal. This is followed by three 

convolutional layers: the first layer employs 32 filters of size 

3, the second layer uses 64 filters of size 3, and the third layer 

utilizes 128 filters of size 3. After each convolutional layer, a 

Rectified Linear Unit (ReLU) activation function is applied, 

maxpooling layers are included after each convolutional layer. 

Additionally, dropout layers with a dropout rate of 0.5 are used 

to prevent overfitting. The output from the final convolutional 

layer is then flattened and connected to a fully connected layer 

comprising 256 neurons. The network concludes with an 

output layer that employs a softmax activation function for 

multi-class classification. For more details, the architecture 

created can be seen in FIGURE 7. 

Our research utilizes the Adam optimizer, which is an 

optimization algorithm employed in the creation of artificial 

neural networks to accelerate the gradient descent algorithm. 

Kingma and Ba introduced the Adam Optimizer in 2014. The 

equation for the Adam Optimizer is provided in Eq. (7), Eq. 

(8), and Eq. (9). 

𝑚𝑡 = β1𝑚𝑡−1 +
(1−𝛽1)𝜕𝐿

𝜕𝑤𝑡
    (7) 

𝑣𝑡 = 𝛽2𝑣𝑡−1 + (1 − 𝛽2)(𝜕𝐿/𝜕𝑤𝑡)2  (8) 

𝑤𝑡+1 = 𝑤𝑡 −
𝛼

√𝑣𝑡+ϵ
     (9) 

Step in Adam Optimizer is computing the first moment, 

the next step is Compute the second moment using Root Mean 

Square Propagation (RMSP). After that update the parameters 

(weights). Where t is iteration, 𝑚𝑡  represents the momentum, 

while 𝑣𝑡 indicates the accumulation of past gradient squares. 

The learning rate is denoted as 𝛼, and 𝛽1 and 𝛽2 are the decay 

rates for momentum and RMSP, respectively. Additionally, ϵ 

is introduced as a small value to prevent division by zero [31]. 

E. EVALUATION METRICS 

The evaluation was conducted using confusion matrices. A 

confusion matrix is a table used to describe the performance 

of a classification model by comparing the actual and 

predicted classifications [32]. By utilizing confusion 

matrices, we can calculate accuracy, recall, precision, and F1 

score using the Eq. (10), Eq. (11), Eq. (12), and Eq. (13). 

 

Accuracy  =   
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝐹𝑃+𝐹𝑁+𝑇𝑁
          (10) 

 Precision =  
𝑇𝑃

𝑇𝑃+𝐹𝑁
 (11) 

 Recall =  
𝑇𝑃

𝑇𝑃+𝐹𝑃
  (12) 

 𝐹𝑚𝑒𝑎𝑠𝑢𝑟𝑒 = 2x
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 𝑋 𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+ 𝑅𝑒𝑐𝑎𝑙𝑙
  (13) 
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Where TP is True Positives, TN is True Negatives, FP is 

False Positives, FN is False Negatives. 

 

 
FIGURE 7. Proposed Archirecture. 

III. RESULT 

The research was conducted using the Python programming 

language and the TensorFlow library. The model was trained 

using training data and validated with validation data to 

ensure proper training. After training, the model was 

evaluated using test data. The proposed architecture was 

trained for 10 epochs using the adam optimizer. The 

evaluation results can be seen in TABLE 1. In addition to the 

proposed architecture, several machine learning methods 

were used for comparison, including logistic regression and 

SVM.  
 

 TABLE 1 
Result Evaluation. 

Model 
Accuracy 

(%) 

Precision 

(%) 

Recall 

(%) 

F1 Score 

(%) 

Logistic 

Regression 

91.53 78.95 59.87 66.55 

SVM 93.46 76.23 82.97 82.97 

Proposed 

Architecture 

98.29 93.75 87,60 90,37 

 

FIGURE 8 displays the coefficient metrics utilized for 

assessing the performance of the model that was created. 

These metrics consist of accuracy, precision, recall, and F1 

score. Each metric is represented in the figure by a numerical 

value, indicating the model's effectiveness in predicting 

various classes. Coefficient metrics displays each metric 

accompanied by a number indicating the model's success in 

predicting various classes. Accuracy, precision, recall, and 

F1 score are utilized to assess the model's performance in 

predicting different classes. Therefore, according to Figure 

8, the developed model demonstrates outstanding 

performance in predicting different classes. The evaluation 

results show that the proposed architecture performs better 

compared to conventional machine learning methods. As can 

be seen, the proposed architecture achieved an accuracy of 

98.29%, recall of 87,60%, precision of 93.75%, and F1 score 

of 90,37%. As shown in Figure 2, the model successfully 

predicted each class accurately based on the prediction 

results for each class. 

In the research, FIGURE 9 showcases the ROC (Receiver 

Operating Characteristic) curve for the five classes under 

evaluation. The ROC Curve is a visual representation 

illustrating the connection between the True Positive Rate 

(TPR) or sensitivity and the False Positive Rate (FPR) of a 

classification model. Every point on the ROC curve depicts 

a set of TPR and FPR values for a distinct classification 

threshold. The model's excellent performance in detecting a 

class is indicated by a high ROC value, which is close to 1. 

Conversely, a low ROC value close to 0.5 suggests that the 

model struggles to distinguish that class from other classes. 

Therefore, FIGURE 9 provides a means to assess and 

compare the model's performance across the tested classes 

and reveals that the model proposed in this study exhibits 

strong classification capabilities for most classes based on 

the obtained ROC values. 
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FIGURE 8. Coefficient metrics proposed architecture.  

 

Based on the ROC for each class, the predictions were 

highly successful, with each class having a ROC above 97%. 

The best ROC was achieved by Class 4 or Unknown beat (U) 

at 100%, while the lowest ROC was for Class 1 or 

Supraventricular Ectopic Beats (S). This study demonstrates 

that the proposed architecture performs better than 

conventional machine learning methods. Future research is 

expected to develop architecture with even better 

performance. 

In the graph depicted in FIGURE 10, the coefficient 

metrics of the proposed deep learning architecture are 

presented. This visual representation illustrates the accuracy 

and loss throughout the training process of the model. Such 

graphs are employed to oversee the performance of a deep 

learning model during both training and validation stages, to 

confirm that the model is not exhibiting signs of overfitting 

or underfitting. Accuracy, which represents the percentage 

of correct predictions in comparison to the total predictions 

made, displays a consistent upward trend during the training 

process, indicating that the model is improving its 

classification capabilities over time. 

 

 
FIGURE 9. Coefficient metrics proposed architecture. 
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FIGURE 10. Coefficient metrics proposed architecture. 

 
When the loss value is lower, it signifies that the model's 

prediction is more aligned with the real value. Throughout 

the training process, loss graphs depict a declining pattern, 

indicating an improvement in the model's ability to minimize 

prediction errors. The measurement of loss is utilized to 

assess the performance of a model in making predictions. 

When the loss value is lower, it signifies that the model's 

prediction is closer to the real value. Graphs depicting loss 

exhibit a declining pattern throughout training, signifying 

improvement in the model's ability to reduce prediction 

errors. 

The accuracy and loss graphs display two curves: one for 

training data and another for validation data. In FIGURE 10, 

the training accuracy curve rises and the training loss curve 

decreases, indicating that the model is learning effectively. 

The validation curve is used to ensure that the model 

performs well on unseen data during training. When the 

training accuracy is high, but the validation accuracy is low, 

or when the training loss is low, but the validation loss is 

high, it suggests that the model might be overfitting. This 

means that the model fits the training data extremely well but 

does not generalize effectively to new data. Researchers can 

use accuracy and loss graphs to track and modify model 

hyperparameters, including the number of epochs, learning 

rate, and regularization methods, to enhance the overall 

performance of the model. 

IV. DISCUSSION 

The results demonstrate the model's high effectiveness in 

identifying heart disease from ECG data, outperforming 

traditional machine learning methods like Logistic 

Regression and Support Vector Machines (SVM). The CNN 

model's ability to capture complex patterns in sequential 

ECG data suggests that deep learning techniques can provide 

more reliable and accurate diagnoses compared to simpler 

models that may fail to generalize across varied ECG 

patterns. The CNN model developed in this study not only 

outperforms the logistic regression approach but also offers 

competitive results compared to the SVM model. 

Additionally, unlike studies that grouped abnormal ECGs 

into a single category, this study provides a more detailed 

classification, leading to higher overall performance metrics. 

TABLE 2 presents a comparison of various methods used 

for ECG-based heart disease detection employing deep 

learning and machine learning techniques. Naz et al. [33] 

utilized a combination of CNN and SVM, achieving an 

accuracy of 97.60%. Ismail et al. [34] employed five 1D 

CNN layers, resulting in an accuracy of 96.12%. Farag [35] 

implemented six layers 1D RNN layers with an accuracy of 

98.18%, while Singh et al. [36] applied a combination of 1D-

RCNN and GWO, yielding an accuracy of 98.20%. Yang et 

al. [37] used a combination of RBF and RF, achieving an 

accuracy of 98.10%. Among all the methods examined, the 

proposed method, which combines two 1D CNN layers with 

DropOut, achieved the highest accuracy at 98.29%. 

Comparison with other studies shows that the proposed 

method has better results even though it has simpler layers. 

Using more complex layers can reduce the model's ability to 

extract features. 

In conclusion, the proposed method stands out as the 

most accurate due to the effective extraction of key features 

from the ECG signals using two 1D CNN layers. The 

inclusion of the DropOut layer plays a crucial role in 

preventing overfitting, a common issue in deep learning 

models with high complexity. This combination enables the 

model to learn more robust representations of the data, 

ultimately leading to more accurate classification compared 

to the other methods evaluated. 

 
TABLE 2 

Comparison of result with previous research 

Author Method 
Accuracy 

(%) 
Naz et al. [33] CNN + SVM 97.60 
Ismail et al, [34] 5 CNN 1D 96.12 
Farag [35] 6 RNN 1D  98.18 
Singh et al. [36] 1D-RCNN & GWO 98.20 
Yang et al. [37] RBF + RF 98.10 
Proposed method 2 modified CNN 1D  98.29 
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The CNN is particularly suitable for this application due 

to its capacity to handle sequential data effectively and its 

robustness against noise in the input signal. The model's 

architecture, which includes convolutional layers, max-

pooling, ReLU activation, and dropout layers, contributes to 

its high accuracy by efficiently extracting relevant features 

from the ECG signals while minimizing overfitting. 

Despite the promising results demonstrated by the deep 

learning model in accurately categorizing heart conditions 

from ECG data, there are several limitations to this study that 

need to be addressed. Firstly, the model was trained and 

validated using the MIT-BIH Arrhythmia dataset, which, 

although widely recognized and utilized, may not fully 

represent the diversity of ECG patterns found in different 

populations or clinical settings. This limitation may affect 

the generalizability of the model to other datasets or real-

world scenarios. Secondly, the study focused on a specific 

set of arrhythmias, and the performance of the model in 

detecting less common or more complex arrhythmias was 

not thoroughly evaluated. Additionally, the model’s reliance 

on high-quality, well-annotated data may limit its 

effectiveness in environments where such data is not readily 

available.  

The study's findings have significant implications for the 

future of ECG-based diagnostics. The implementation of 

deep learning models like the one proposed could enhance 

the accuracy and speed of heart disease diagnosis in clinical 

settings, particularly in emergency departments where rapid 

decision-making is critical. By reducing the need for manual 

ECG interpretation, automated models could alleviate the 

workload on healthcare professionals and improve the 

efficiency of healthcare delivery, especially in settings with 

limited access to specialized cardiology expertise. 

Additionally, the study opens avenues for further research 

into improving the generalizability of deep learning models 

across diverse patient populations and ECG data sources.  

There is also potential for integrating such models into 

wearable devices for continuous heart monitoring and early 

detection of cardiac events, presenting an exciting direction 

for future research. Future work should consider the 

inclusion of more diverse and comprehensive datasets, as 

well as the exploration of model robustness under varying 

conditions and data quality. Finally, while the model 

achieved high accuracy, recall, precision, and F1 score, it is 

essential to evaluate its performance in a prospective clinical 

trial to ensure its practical applicability and reliability in real-

world clinical settings. Addressing these limitations will be 

crucial for the continued development and deployment of 

automated ECG analysis tools in healthcare. 

V. CONCLUSION 

In this research, a deep learning model was developed and 

assessed for the purpose of categorizing cardiovascular 

conditions using ECG data. The model utilized a 1D 

Convolutional Neural Network (CNN) structure and 

underwent training and testing using the MIT-BIH 

Arrhythmia dataset. The outcomes illustrated the model's 

outperformance of conventional machine learning approaches, 

achieving an accuracy of 98.29%, a recall of 87.60%, a 

precision of 93.75%, and an F1 score of 90.37%. These results 

highlight the potential of deep learning methods in improving 

the accuracy and effectiveness of heart disease diagnosis. 

The robustness and applicability of the model are 

highlighted by its accurate classification of different types of 

heartbeats, such as normal, supraventricular ectopic, 

ventricular ectopic, fusion, and unknown beats. This deep 

learning approach, by automating the detection process, has 

the potential to help healthcare professionals make faster and 

more dependable diagnoses, ultimately leading to improved 

patient outcomes. 

Potential future endeavors could involve enlarging the 

dataset, integrating supplementary features, and optimizing 

the model to improve its performance even further. Moreover, 

the integration of this model into real-time monitoring systems 

has the potential to offer continuous and proactive cardiac 

care. The encouraging outcomes of this research set the stage 

for the development of more sophisticated and easily 

accessible diagnostic instruments for cardiovascular diseases. 
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