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ABSTRACT According to the Global Burden of Disease Study, dental caries is the most prevalent oral health ailment, 
affecting around 3.5 billion individuals globally. According to the Ministry of Health of the Republic of Indonesia, 93% of 
children in the country suffer from oral health issues, making poor oral health a serious public health concern. The tongue and 
teeth in the mouth are particularly vulnerable to a wide range of illnesses, and the condition of the mouth is a key sign of the 
health of the body as a whole. The CNN algorithm has been utilized in numerous studies to classify disorders of the tongue 
and teeth. Nevertheless, no study has classified tongue and dental diseases using merged datasets as of yet. This research 
addresses this gap by focusing on the classification of dental and tongue diseases using transfer learning techniques with CNN 
architecture models VGG16, VGG19, and ResNet50. The primary aim is to compare these three models to identify the one 
with the most optimal performance in handling related cases. Based on the results, the best accuracy was achieved with data 
augmentation and models trained for 75 epochs. The VGG16 model attained 94% accuracy, VGG19 achieved 93% accuracy, 
and ResNet50 also reached 94% accuracy. These findings suggest that transfer learning with CNN architectures can effectively 
classify dental and tongue diseases. The implications are significant for developing automated diagnostic tools that can aid in 
the early detection and treatment of oral health issues globally. 

INDEX TERMS CNN, VGG16, VGG19, ResNet50, Oral Diseases

I. INTRODUCTION 
The oral cavity is the main gateway of the human system 
which consists of various biological niches such as teeth and 
tongue. Streptococcus Mutans is one of the many bacteria that 
predominate in the mouth cavity. These bacteria cause a 
clinical condition called dental caries [1]. Because oral 
bacteria make acid from carbohydrates, the surface of teeth 
becomes low pH, which leads to dental caries [2]. The disease 
causes white spot lesions that can develop into cavitation [3]. 
Apart from caries, there are various diseases that exist in the 
oral cavity, especially teeth and tongue. Dental diseases such 
as Caries, Calculus, Discoloration, and Gingivitis [4], tongue 
diseases such as Fissure, Geographic, and Black Hairy [5]. 
 The Global Burden of Disease Study estimates that poor 
oral conditions affect nearly3.5 billion people in the world, 
with endless dental caries being the most common condition. 

An estimated 2.3 billion people suffer from endless carious 
teeth, and further than 530 million children suffer from 
primary carious teeth [6]. According to WHO, the prevalence 
of dental caries is 60-80% in children and nearly 100% in the 
adult population [7]. In Indonesia, poor oral health is a major 
public problem [8]. The Ministry Health of the Republic of 
Indonesia in 2018 stated that 93% of children experience oral 
problems [9]. The Basic Health Research shows that almost 
all provinces in Indonesia experienced a significant increase in 
the prevalence of active caries. The prevalence of active caries 
rose from 43.4% in 2007 to 53.2% in 2013 [10]. 
 The high problem of oral disease encourages research to 
develop prediction systems using various Machine Learning 
algorithms. In the research of Saini et al. in 2021 [11]. With 
the title “Dental Caries early detection using Convolutional 
Neural Network for Tele dentistry", Convolutional neural 
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networks (CNN) like VGG16, VGG19, Inception V3, and 
Resnet50 are used to identify dental caries. Training, 
validation, and testing were performed on binary datasets 
with caries and non-caries images. The highest classification 
accuracy was achieved by the Inception V3 model, with a 
training accuracy of 99.89% and a validation accuracy of 
98.95%. In another study by Alotaibi et al., in 2022 [12]. 
Which focused on developing an alveolar bone loss detection 
system on anterior periapical radiographs and categorizing 
the severity of bone loss due to periodontal disease. Deep 
CNN algorithms, especially VGG16, are useful in detecting 
elveolar bone loss and identifying the severity of bone 
damage. The accuracy results obtained were 73.0% in 
classifying normal vs disease, and 59% for classifying the 
severity of bone loss. Another study entitled "Classification 
of Approximal Caries in Bitewing Radiographs Using 
Convolutional Neural Networks" by Moran et al. in 2021 
[13].  
 In order to detect approximate dental caries in bitewing 
radiography pictures and categorize them according to lesion 
severity, the study investigated the use of an artificial neural 
network and image processing system. During the 2000 
iterations of the model training procedure, the Inception 
model produced the best results, with an accuracy of 73.0 
and a learning rate parameter of 0.0001. 
 Another study related to dental classification was also 
conducted by Park et al., 2023 [14]. Entitled "Tooth caries 
classification with quantitative light-induced fluorescence 
(QLF) images using convolutional neural network for 
permanent teeth in vivo". Performing Quantitive Light-
induced Fluorescence (QLF) image classification to detect 
dental caries using Convolutional Neural Network model. 
This study obtained results for the original QLF image with an 
accuracy of 83.2% while with QLF data that has been 
segmented it gets an accuracy of 85.6%. Shreyansh et al., 2018 
[15], conducted research related to the classification of dental 
diseases with Radio Visiography (RVG) x-ray datasets. 
Classification is carried out using CNN architecture with the 
VGG16 model transfer learning technique and the best results 
are obtained in the CNN transfer learning scenario with an 
accuracy of 0.88% and CNN transfer learning with fine tuning 
with an accuracy of 0.88%. 
 This research is based on the understanding that 
Convolutional Neural Network (CNN) has a remarkable 
ability to extract hierarchical features from medical images 
based on previous literature studies. This ability is particularly 
relevant in diagnosing dental and tongue diseases, where 
subtle differences in texture, color, and shape can be important 
indicators of a disease. This research uses a transfer learning 
approach by comparing the performance of CNN models 
VGG16, VGG19, and ResNet50 in classifying dental and 
tongue health cases. In addition, the use of transfer learning is 
driven by its popularity and effectiveness in utilizing 
knowledge that has already been learned by existing models, 
thus reducing the time and resources required to train models 
from scratch. By utilizing the powerful feature extraction 
capabilities of CNNs, this study aims to develop a model that 

can accurately distinguish between healthy and infected 
tissues in the teeth and tongue. VGG architectures such as 
VGG16 and VGG19 were chosen in this study because VGG 
has a fairly simple and consistent architecture with the use of 
3x3 convolution layers and 2x2 union layers. In addition, due 
to their popularity and effectiveness, VGG16 and VGG19 
models are often used for research with transfer learning 
methods. ResNet50 was chosen for its residual architecture 
that introduces skip connections. This allows the model to 
overcome the vanishing gradient problem that often occurs in 
very deep networks. In addition, its 50 layers allow ResNet50 
to capture more complex features from image data, as well as 
its good performance in dealing with large and complex 
datasets. 
 Previous studies have demonstrated the potential of 
convolutional neural networks (CNNs) in diagnosing oral 
diseases, especially dental diseases. However, to date, there 
has been no comprehensive study that directly compares the 
performance of the three models in classifying dental and 
tongue diseases. This prompts us to find out which CNN 
model is the most efficient in handling greater visual diversity 
on a combined tooth and tongue dataset. 
 This research aims to fill the gap by conducting an in-depth 
comparison between VGG16, VGG19, and ResNet50 in the 
context of tooth and tongue disease classification. Using a 
dataset that includes various types of diseases of the teeth and 
tongue, this study will identify which CNN model has the best 
performance in terms of accuracy, precision, and recall. We 
expect the results of this research to recommend the most 
suitable model for the development of a more accurate and 
efficient image-based oral disease diagnosis system. 
Knowledge of the most effective CNN models for diagnosing 
dental and tongue diseases can be utilized to develop better 
early diagnosis tools. This can help the Indonesian people to 
make early detection of oral diseases so that timely prevention 
and treatment can be taken, reducing the risk of more serious 
complications. 

II. RESEARCH METHOD 
FIGURE 1, displays the research flow conducted in this 
study. Starting from collecting the dataset needed in the 
research, then the data is divided into three subsets: train 
data, validation data, and test data. Next, the train and 
validation data are augmented to increase the amount and 
variety of data, besides that the augmentation process can 
also be used to reduce the possibility of overfitting in the 
training process. The classification models used are VGG16, 
VGG19, and ResNet50, and then the predetermined models 
are trained using training and validation data. The last is the 
evaluation stage which is carried out using test data that has 
never been seen by the model before, this process is useful 
for measuring and knowing the performance of the model 
objectively. The evaluation metrics used in this study include 
accuracy, precision, recall, and F1-score. These metrics 
provide a comprehensive insight into the performance of the 
model, thus enabling a thorough assessment of its 
effectiveness in classifying the target object. 
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FIGURE 1. Research Flow 
 

A. DATASET 
For this study, a total of 8400 images were collected from 
several sources including Roboflow and Kaggle [16], [17], 
[18], [19], [20], [21], [22], [23], [24], [25]. This number of 
images was chosen after considering several factors, 
including the availability of data on these platforms and the 
need to maintain class balance in the dataset. Each class, for 

both teeth and tongue, consists of 700 images. This number 
of 700 was chosen as the minimum number representing the 
class with the least amount of data after all the data from 
various sources were combined and augmented. For other 
classes that have more data, an undersampling process is 
performed so that the distribution of data between classes is 
balanced. The distribution of all data is shown in TABLE 1. 

TABLE 1 
Data Proportion per Class 

Class 
Total Teeth Tongue 

Caries Fissure 700 
Calculus Geographic 700 

Discoloration Diabetic 700 
Gingivitis Coated 700 

Hypodontia Black Hairy 700 
Normal Teeth Normal Tongue 700 

 
Merging data from Roboflow and Kaggle aims to increase 
the diversity and complexity of the dataset. By combining 
data from various sources, it is expected that the model can 
learn more general and robust features. In addition, a careful 
data selection process was carried out to ensure the relevance 
of each image to its class. Duplicate or low-quality images 
were also removed to improve the quality of the dataset. This 
data collection process was carried out taking into account 
aspects such as image quality, pose variation, lighting, and 
patient condition to ensure a good representation of the 
actual patient population.  
 The data is divided into 3 subsets: with a proportion of 
70% for training data, 20% for validation data, and 10% for 
test data. This resulted in a total of 5868 for train data, 1680 
for validation data, and 852 for test data. Samples of the data 
used for each class can be seen in FIGURE 2. 

B. DATA AUGMENTATION 
Process augmentation is a technique in machine learning and 
data processing used to increase the amount and variety of 
training data without collecting new data. Variation in the 
dataset is necessary so that the model does not experience 
overfitting during the data training process. Data 
augmentation is usually applied to classification cases where 
there are class constraints learned from a defined table [26]. 
Data augmentation that is applied includes: rescale, shear 
range, zoom range, rotation range, horizontal & vertical flip, 

 
 

FIGURE 2. Samples Data for Every Class 
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and fill mode. The parameters of each augmentation process 
can be seen in TABLE 2. 

TABLE 2 
Data Augmentation 

Augmentation Settings 

Rescale 1./255 
Shear Range 0.2 
Zoom Range 0.2 

Rotation Range 45° 
Horizontal & Vertical Flip True 

Fill Mode Nearest 
 

 The augmentation process can also be used to balance the 
number of each class in the dataset. Some techniques in 
augmentation have proven useful in overcoming data 
imbalance [27]. Data imbalance in the dataset can lead to 
overfitting in the data training process. Details of the 
augmentation applied can be seen in table 2. The data 
augmentation process is applied to both training data and 
validation data. In addition to preventing overfitting, the data 
augmentation process can also help improve model 
performance in the learning process. The following is an 
example of the results of applying the augmentation process 
to the data shown in FIGURE 3. 
 

   
 

FIGURE 3. Image Result After Augmentation Process 

C. CONVOLUTIONAL NEURAL NETWORK 
Convolutional Neural Network is a artificial neural network 
architecture used primarily in image processing and image 
analysis. CNN is currently the most effective model in 
classifying image data [28]. CNN is a deep learning network 
that can recognize and classify image features [29]. CNNs in 
particular have achieved successful results in medical image 
analysis and classification [30]. CNN has a convolution layer 
that allows the network to efficiently extract important 
features from images, such as edges, textures, and patterns. 
Convolutional neural networks (CNNs) have about fewer 
parameters and require very little data to process since they 
employ the original data as direct input to the network, 
eliminating the requirement for feature extraction or image 
reconstruction [31]. The main components of Convolutional 
Neural Network consist of convolutional layer, pooling 
layer, and fully connected layer, whose main function is to 
extract local features and detect normal distribution of 

computational information [32]. The architecture of CNN 
can be seen in FIGURE 4. 

 
 

FIGURE 4. Convolutional Neural Network (CNN) Architecture 
 

1) CONVOLUTIONAL 
Convolutional layer is the core component of CNN, this layer 
plays an important role in extracting important features from 
data, especially data in images. The convolution operation 
equation between the input image and the filter can be seen 
in Eq. (1) [33]. 
 

0(𝑥, 𝑦) = ∑ 𝑚 − 1
𝑖 = 0 ∑

𝑛 − 1
𝑗 = 0 	𝐼(𝑥 + 𝑖, 𝑦 + 𝑖). 𝐹(𝑖, 𝑗)									(1)	

	
where	0(𝑥, 𝑦)	 is an output feature map, 𝐼(𝑥 + 𝑖, 𝑦 + 𝑖) is 
input data/image, 𝐹(𝑖, 𝑗)	is	filters, and m,	n	is	dimensions of 
filter 
 
2) RELU ACTIVATION 
ReLU is an activation function used in neural networks, it 
replaces negative values with zero and retains positive 
values. The ReLU activation equation can be seen in Eq. (2) 
 

𝑓(𝑥) = max	(0, 𝑥)                       (2) 
where 𝑥 is the variable function input, 𝑓(𝑥)  is the output of 
the ReLU activation function for the input value 𝑥, where if 
the input is less than zero, the output will be zero. If the input 
is greater than or equal to zero, the output will be equal to 
itself. 
 
3) POOLING (MAX POOLING) 
Max pooling is a technique that exists in artificial neural 
networks, especially CNNs. This technique is useful for 
reducing the dimensionality of features and reducing the 
number of parameters that need to be learned. This process 
is done by taking the maximum value of a certain area in the 
feature map. The equation can be seen in Eq. (3) [34]. 

 
𝑃",$ = max	(ℎ",($&'))*+)                (3) 

 
where m-th max-polled band is composed of j related filters 
𝑃!, N ∈{1,....,R} is a pooling shift [35] . 
 
4) FULLY CONNECTED 
A fully connected layer is a layer in an artificial neural 
network that connects each neuron in the previous layer with 
each neuron in the next layer. The following equation is like 
Eq. (4) [33]. 
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𝑦 = 𝑓	(𝑥. 𝑤)                                (4) 
 

where y is output vector, f is activation function, x is input 
vector, w is weight of the matrix 
 
5) OUTPUT (SOFTMAX ACTIVATION) 
Softmax activation is an activation function used in the last 
layer of a neural network to generate a probability 
distribution of possible classes. This function is suitable for 
use in multi-class classification problems. The softmax 
equation can be seen in Eq. (5) [36]. 
 

𝑆𝑜𝑓𝑡𝑚𝑎𝑥(𝑧) =	 𝑒𝑧𝑖
∑ 𝑒𝑧𝑗𝑛
𝑗=1

                 (5) 

 
where softmax function z = [𝑧#, 𝑧$, …	𝑧%],	𝑧& 	(is the score of 
class i, e is the Euler’s number [35]. 

D. VGG16 
VGG16 is one of the Convolutional Neural Network (CNN) 
architectures developed by the Visual Graphics Group 
(VGG) of Oxford University [37]. The VGGNet architecture 
is a developmental architecture of AlexNet that focuses on 
the feature extraction process in the convolutional layer, so 
as to be able to obtain multiple image representations for 
classification. VGG16 uses a relatively simple approach, 
where the architecture consists of a series of convolutions 
with 3 × 3 filters, has two consecutive filters to provide a 
more accessible 5 × 5 size field, and uses three 3 × 3 filters 
with a 7 × 7 filter size [38]. FIGURE 5, shown the 
architecture of the VGG16. However, vgg16 has a 
significant drawback in its high computational cost due to 
the large number of parameters, which can lead to longer 
training times and increased memory requirements. 

E. VGG19 
There are 19 layers in all in the VGG19 architecture, 
comprising 3 fully linked layers and 16 convolutional layers. 
The convolutional layer effectively uses a 3x3 filter with step 
1, while the fully connected layer uses a 2x2 filter with step 
2 [39]. VGG19 is known for its ability to extract deeper 
features from images, and the extensive use of 3x3 
convolutional layers consequently helps in generating more 
complex feature representations.  
 However, like its predecessor, VGG16, VGG19 tends to 
be computationally expensive due to its depth and the large 
number of parameters. Additionally, the architecture's depth 
can contribute to overfitting, especially when dealing with 
smaller datasets. Despite this, the architecture has served as 
a foundational benchmark and has inspired subsequent 
improvements in the field of computer vision. The 
architecture of VGG19 can be seen in FIGURE 6. 

F. RESNET50 
ResNet50 is one of the Convolutional Neural Network 
(CNN) models introduced by Microsoft Research in 2015 
[40]. With 50 inner layers that have been trained on at least 
one million photos from the ImageNet database, ResNet-50 
is a version of the ResNet architecture [41]. This architecture 
belongs to the ResNet (Residual Network) and is well-
known for its effective use in training very deep networks 
without experiencing performance degradation issues. 
ResNet50 is a type of ResNet that has 50 layers, consisting 
of 48 convolution layers, 1 maxpool layer, and 1 average 
pool layer [42].  
 However, despite its strengths, ResNet50 is not without 
its limitations. The model's depth can still lead to 
computational inefficiency, especially when deployed on 
resource-constrained devices. Additionally, while residual 

 

 
 

FIGURE 5. Architecture of VGG16 
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connections help mitigate the vanishing gradient problem, 
they do not entirely eliminate it, and careful tuning of 
hyperparameters is often required to achieve optimal 
performance. FIGURE 7 shows the architecture of ResNet50 
[43]. 

G. ARCHITECTURAL MODEL DESIGN 
Parameter setting is crucial in machine learning because 
even a small adjustment can significantly affect the 
performance of the model. Many parameters can be used and 
customized according to the research needs. In this study, to 
identify the most optimal parameter values, the author 
conducted experiments by trying various combinations until 

the most optimal combination was found according to the 
author. The values used as selected parameters are shown in 
TABLE 3. 
 

TABLE 3 
Parameter User for Training Model  

Parameter Settings 

Loss Categorical Crossentrophy 
Optimizer SGD 

Learning Rate 0.0001 
Momentum 0.9 

Step per Epoch 100 
Verbose 1 

 

 
 
 

 
 

FIGURE 6. Architecture of VGG19 
 

 
 

FIGURE 7. Architecture of ResNet50  
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 This research uses the transfer learning method with the 
VGG16, VGG19, and ResNet50 model architectures. The 
three models use the same composition to classify dental and 
tongue diseases. As the input layer is adjusted to the model 
used with a size of 224x224, the basic model used is a model 
that has been trained with weights from the imagenet dataset, 
with tuning models such as removing the top layer (fully 
connected layers), adding convolution layer (Conv2D), 
pooling layer (MaxPooling2D), flatten layer, dense layer:                                                                                        
512-unit dense and 12-unit dense, and output layer (Softmax 
Activation). The results of the summary model with this 
composition can be seen in TABLE 4, TABLE 5, and 
TABLE 6. 
 

TABLE 4 
Model Summary of VGG16 

Type of Layer Output Shape Param# 

vgg16 (Functional) (None, 7, 7, 512) 14,714,688 
conv2d (Conv2D) (None, 7, 7, 64) 294,976 

max_pooling2d (MaxPooling2D) (None, 3, 3, 64) 0 
flatten (Flatten) (None, 576) 0 
dense (Dense) (None, 512) 295,424 

dense_1 (Dense) (None, 12) 6,156 
 
 

TABLE 5 
Model Summary of VGG19 

Type of Layer Output Shape Param# 

vgg19 (Functional) (None, 7, 7, 512) 20,024,384 
conv2d (Conv2D) (None, 7, 7, 64) 294,976 

max_pooling2d (MaxPooling2D) (None, 3, 3, 64) 0 
flatten (Flatten) (None, 576) 0 
dense (Dense) (None, 512) 295,424 

dense_1 (Dense) (None, 12) 6,156 
 
 

TABLE 6 
Model Summary of ResNet50 

Type of Layer Output Shape Param# 

resnet50 (Functional) (None, 7, 7, 2048) 23,587,712 
conv2d (Conv2D) (None, 7, 7, 64) 1,179,712 

max_pooling2d (MaxPooling2D) (None, 3, 3, 64) 0 
flatten (Flatten) (None, 576) 0 
dense (Dense) (None, 512) 295,424 

dense_1 (Dense) (None, 12) 6,156 

H. EVALUATION 
In this research, we compared the performance of three deep 
learning models, namely VGG16, VGG19, and ResNet50, 
for classifying dental and tongue diseases. To evaluate the 
performance of each model, we employed a confusion 
matrix. The confusion matrix allows us to calculate various 
metrics such as accuracy, precision, recall, and F1-score. 
 These metrics are crucial, as they provide a 
comprehensive overview of the model's performance. 
Accuracy indicates the overall proportion of correct 
predictions. Precision measures the proportion of positive 
predictions that are actually correct, while recall measures 
the proportion of actual positive cases that are correctly 
identified. The F1-score is the harmonic mean of precision 
and recall, providing a balance between the two.  

 By analyzing these metrics, we can identify which model 
is most effective in classifying dental and tongue diseases. 
For example, if a model has high accuracy but low precision, 
it frequently classifies negative instances as positive. 
Conversely, if recall is low, the model often fails to identify 
positive instances. Therefore, selecting the appropriate 
metrics is crucial in evaluating classification models. The 
following is the formula for calculating the confusion matrix 
used: 
 
1) ACCURACY 
Accuracy is the ratio of correctly classified data to total 
observations [44]. The following equation is like Eq. (6): 
 

𝑎𝑐𝑐𝑢𝑟𝑎𝑐𝑦 = -.*-)
-.*-)*/.*/)

																					(6)	
 

2) PRECISION 
Precision is the ratio of correctly predicted positive results to 
total predicted positive results [45]. The following equation 
is like Eq. (7): 
 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 = -.
-.*/.

																										(7)	
 

3) RECALL 
Recall is the ratio of correct positive results to total 
observations in the class, indicating the proportion of 
positive observations [46]. Recall is used to find out how 
many of all samples that should be positive and successfully 
predicted as positive by the model. The following equation 
is like Eq. (8): 
 

𝑅𝑒𝑐𝑎𝑙𝑙 = -.
-.*/)

																													(8)	
 

4) F1-SCORE 
F1-Score is the harmonic mean value of precision and recall 
[47]. The following equation is like Eq. (9): 
 

𝐹1 − 𝑆𝑐𝑜𝑟𝑒 = 2	. .+0123245	.701899
.+0123245*701899

														(9)	
	

TP (True Positive) is the correct prediction for the positive 
class, TN (True Negative) is the correct prediction for the 
negative class, FP (False Positive) is a false prediction for a 
positive class, and FN (False Negative) is a false prediction 
for the negative class. 

III. RESULT 
This study conducted tests using 3 models such as VGG16, 
VGG19, and ResNet50 for the case of tooth and tongue 
disease classification. The result of this research is the 
categorization of dental and tongue diseases using the 
VGG16, VGG19, and ResNet50 models. Tests were 
conducted on the three models to compare the best 
performance results related to the classification of dental and 
tongue diseases. Where the assessment parameters include 
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precission, recall, f1-score, and accuracy. In addition, this 
study also compares the prediction results of the categories 
performed by a model using confusion matrix. Testing of the 
three models was carried out using the same epoch of 75. 

A. COMPARISON OF TRAIN AND LOSS ACCURACY 
Based on FIGURE 8, the results after training with 75 
epochs, all models show good performance. In general, the 
results achieved are quite satisfactory, indicating that the 
training process is further able to improve the predictive 
ability of the three models. 
 However, there is an important note regarding the 
ResNet50 model which experienced the most significant 
overfitting compared to the other models. Despite achieving 
good results at the end of the training process, this 
improvement should be weighed against the risk of 
overfitting which could reduce the model's ability to 
generalize new patterns. 
 ResNet50 tends to experience overfitting at the beginning 
of the training process because the deep structure with many 
layers may cause the model to learn small details of complex, 
even irrelevant training data more easily, resulting in 
overfitting of the data. However, as the number of epoch 
increases, ResNet is able to adjust and capture more complex 
patterns, so its performance becomes better and overfitting is 

reduced. Meanwhile, VGG tends to be more stable at the 
beginning of the training process because it has a simpler 
structure than ResNet, making it less prone to overfitting. 
However, despite being stable, the final result of VGG was 
still slightly below or on par with ResNet, indicating that 
despite the initial overfitting, ResNet was able to catch up 
and even surpass the performance of VGG at the end of the 
training process due to its ability to capture more complex 
patterns. 
 From the analysis of the loss graphs for the three models 
in FIGURE 9, it can be seen that VGG shows a stable loss 
rate at the beginning of the training process, showing 
stability in fitting the patterns from the training data. On the 
other hand, ResNet experiences significant overfitting at 
first, with a very high loss rate at the beginning which then 
drops rapidly. However, as the number of epochs increased, 
ResNet was able to adjust and lower its loss, demonstrating 
its ability to catch up and even surpass the performance of 
VGG in the later stages of training. In conclusion, although 
ResNet experienced initial challenges in the form of 
overfitting, its ability to improve over time makes it a strong 
choice, especially if the main focus is the final performance 
of the model.  

 

   
(a) (b) (c) 

 
FIGURE 8. Training Graphic of a) VGG16, b) VGG19, and, c) ResNet50 

 
 

   
(a) (b) (c) 

 
FIGURE 9. Loss Graphic of a) VGG16, b) VGG19, and, c) ResNet50 
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B. COMPARISON OF CONFUSION MATRIX 
From the confusion matrix results in FIGURE 10, it can be 
seen that the VGG16 model has the lowest prediction error 
compared to VGG19 and ResNet50. This shows that VGG16 
is able to classify the data more accurately, with a lower error 
rate. However, VGG19 and ResNet50 showed slightly 
higher error rates compared to VGG16. Nonetheless, there 
was a consistent pattern across the three models, with the 
most incorrect guesses occurring in the Gingivitis and 
Calculus classes. The main cause of the high number of 
incorrect guesses in the Gingivitis and Calculus classes may 
be related to the complexity and variation in the 
characteristics of these two conditions. 
 Gingivitis, which is an inflammation of the gums, and 
Calculus, which is a buildup of hardened plaque on the teeth, 
have characteristics that vary from case to case, making it 
difficult for the model to recognize consistent patterns within 
these classes. In addition, confusion between these two 
classes could also occur due to similar characteristics, 
especially in the context of the dataset used. Another 
possibility is that these two conditions may have visual 
representations that are more difficult to clearly distinguish 
in the image data, making it difficult for the model to 
distinguish between the Gingivitis and Calculus classes. 
 Based on the confusion matrix results, the VGG16 model 
shows better performance than VGG19 and ResNet50 in 
classifying the data. This can be seen from the lower 
prediction error rate. The superiority of VGG16 is likely due 
to its simpler architectural structure, yet it is effective in 
extracting relevant features for tooth and tongue condition 
classification. However, it also had difficulty distinguishing 
between the gingivitis and calculus classes, suggesting that 
even the best-performing models still face challenges in 
dealing with the visual complexity of these conditions. 
 The VGG19 and ResNet50 models, despite having more 
complex architectures than VGG16, showed slightly higher 
error rates. This could be due to several factors. Firstly, the 
complexity of the architecture may increase the potential for 
overfitting, where the model overfits itself to the training 
data and thus is less able to generalize to new data. Secondly, 
these models may require a larger amount of data to achieve 
optimal performance. Finally, differences in architecture 
design, such as the use of residual connections in ResNet50, 
may affect the model's ability to extract certain features. 

C. COMPARISON OF EVALUATION METRICS 
Based on the metric evaluation results of the three different 
models in TABLE 7, TABLE 8, and TABLE 9, VGG16, 
VGG19, and ResNet50, It can be seen that VGG16 and 
ResNet50 generally perform very well in most classes, with 
high F1-Score, especially in classes such as Caries, 
Discoloration, Hypodontia, and Normal Teeth. ResNet50 
had an edge in overall performance with the highest F1-
Score in some classes such as Discoloration and Gingivitis, 
while VGG16 was also consistently high in many classes. 
VGG19 showed good results, but was slightly inferior to the 
other two models, especially in the Gingivitis and Calculus 
classes. 

 
(a) 

 

 
(b) 

 

 
(c) 

 
 

FIGURE 10. Confusion Matrix of a) VGG16, b) VGG19, and, c) 
ResNet50 
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 The results of this study demonstrate the potential of 
using deep learning models, particularly VGG16, as 
diagnostic aids in dentistry. The model's ability to classify 
tooth and tongue diseases with high accuracy can contribute 
to the early detection of diseases, thus enabling more 
effective medical interventions. However, the challenges in 
classifying gingivitis and calculus diseases indicate the need 
for further research to improve the model's performance in 
detecting these conditions. In addition, exploration of more 
complex model architectures and the use of more advanced 
data augmentation techniques could be the focus of future 
research. 
 

TABLE 7 
Evaluation Metrics Model of VGG16 

Class Precission 
(%) 

Recall (%) F1-Score 
(%) 

Accuraccy 
(%) 

Caries 92 89 90 

94 

Calculus 82 77 79 
Discoloration 87 97 92 

Gingivitis 80 81 81 
Hypodontia 96 93 94 

Normal Teeth 99 100 99 
Fissure 100 100 100 

Geographic 96 99 97 
Diabetic 100 100 100 

Black Hairy 100 100 100 
Normal Tongue 93 100 96 

 
TABLE 8 

Evaluation Metrics Model of VGG19 

Class Precission 
(%) 

Recall (%) F1-Score 
(%) 

Accuraccy 
(%) 

Caries 89 90 89 

93 

Calculus 94 68 79 
Discoloration 89 98 93 

Gingivitis 62 86 72 
Hypodontia 94 93 94 

Normal Teeth 100 100 100 
Fissure 100 99 99 

Geographic 92 100 96 
Diabetic 99 100 99 

Black Hairy 100 100 100 
Normal Tongue 96 99 97 

 
TABLE 9 

Evaluation Metrics Model of ResNet50 

Class Precission 
(%) 

Recall (%) F1-Score 
(%) 

Accuraccy 
(%) 

Caries 90 96 93 

94 

Calculus 83 74 78 
Discoloration 99 99 99 

Gingivitis 70 78 74 
Hypodontia 96 94 95 

Normal Teeth 100 99 99 
Fissure 100 100 100 

Geographic 96 100 98 
Diabetic 97 100 99 

Black Hairy 100 100 100 
Normal Tongue 93 97 95 

IV. DISCUSSION 

This study aimed to evaluate the performance of VGG16, 
VGG19, and ResNet50 in classifying dental and oral 
conditions using deep learning. Our results demonstrate that 
these models exhibit comparable performance, achieving 
accuracy ranging from 93% to 94%. While there are slight 
variations in the F1-score, the overall high accuracy suggests 
that these models are suitable for this task. Therefore, model 
selection can be further refined based on factors such as 
model complexity and computational resources. 
 Based on the analysis of train loss graph, confusion 
matrix, and evaluation metrics, this study has provided a 
comprehensive overview of the performance of three 
different models, namely VGG16, VGG19, and ResNet50, 
in classifying dental and tongue images. VGG16 showed 
consistent stability in prediction with a low error rate, while 
VGG19 and ResNet50 showed a higher ability in capturing 
complex patterns, albeit with a slightly higher error rate. 
Nonetheless, the main challenge was seen in the three 
models' difficulty in classifying the Gingivitis and Calculus 
classes, indicating the need for further improvement in 
recognizing these conditions more accurately. 
 In addition, graphical analysis shows that ResNet50 
tends to experience overfitting early in the training process, 
characterized by a rapid decrease in train loss. The deep 
structure of ResNet tends to cause overfitting in the early 
stages of training, where the large number of layers allows 
the model to capture small details of complex training data, 
even those that may be irrelevant, resulting in overfitting of 
the data. 
 Previous research has established the efficacy of CNN 
models, particularly VGG16, in detecting dental diseases 
using radiographic images. However, these studies have 
primarily focused on dental conditions, neglecting the 
potential of image analysis for diagnosing tongue diseases. 
Our research expands upon this foundation by incorporating 
tongue image analysis into the diagnostic process. 
 By comparing the performance of VGG16, VGG19, and 
ResNet50 architectures, our study offers a comprehensive 
evaluation of deep learning models for oral disease detection. 
Our findings demonstrate a significant improvement in 
accuracy, with VGG16 and ResNet50 achieving a peak 
performance of 94%. These results underscore the potential 
of our approach to enhance the early detection and diagnosis 
of oral health conditions.The following comparison between 
the best results of previous research and current research will 
be shown in TABLE 10. 
 

TABLE 10 
Result of Previous Research and Current Research 

 Model Accuracy 

Previous Research [15] Transfer Learning VGG16 88% 

Current Research Transfer Learning VGG16 94% 

 Despite its strong performance, ResNet50 showed signs 
of overfitting early in the training process, as indicated by 
the rapid decrease in train loss. This could limit the model's 
ability to generalize well to unseen data, suggesting that 
future research should consider regularization techniques or 
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adjustments to training strategies to mitigate overfitting. The 
computational resources used in this study may not be 
sufficient to handle larger datasets or more complex models 
efficiently. Training deep learning models like VGG16, 
VGG19, and ResNet50 on larger datasets requires high-
performance hardware (e.g., GPUs or TPUs). This limitation 
restricts the scalability of the study and prevents further 
exploration of more complex architectures or larger, more 
diverse datasets. 

V. CONCLUSION 
This study successfully provides a comprehensive overview 
of the performance of three image classification models, 
namely VGG16, VGG19, and ResNet50, in the context of 
tooth and tongue image classification. The analysis shows 
that VGG16 and VGG19 have consistent stability during the 
training process, while VGG16 and ResNet50 get the best 
results in predicting with the lowest error value. Compared 
to the other two models, VGG16 is the most effective model 
for classifying cases of tooth and tongue diseases, according 
to the tests that have been conducted. VGG16 has good 
stability and final value with an accuracy rate of 94%, while 
VGG19 obtained an accuracy value of 93%, and ResNet50 
with an accuracy of 94%. Although ResNet50 had the same 
accuracy as VGG16, it experienced instability or overfitting 
during the training process at the beginning of the iteration. 
The main challenge faced was the difficulty of the three 
models in accurately classifying the Gingivitis and Calculus 
classes. In addition, ResNet50 tended to experience 
overfitting early in the training process, indicating the need 
for a better regulation strategy to overcome this overfitting. 
Overall, this study indicates that while each model has its 
strengths and weaknesses, there is significant potential to 
improve model performance through further customization 
of training techniques and data augmentation. 
 The results of this study contribute to the growing body 
of knowledge on applying deep learning to medical image 
analysis. By demonstrating the potential of these models for 
oral disease classification, this research lays the groundwork 
for future studies to explore more complex architectures, 
larger datasets, and advanced techniques to enhance 
diagnostic accuracy and clinical utility. 
 For future research, several adjustments and 
improvements should be considered. Firstly, the addition of 
more varied and representative training data could help 
improve the model's performance in classifying difficult 
classes such as Gingivitis and Calculus. Secondly, this 
research can be extended by considering the use of more 
sophisticated data augmentation techniques to increase the 
diversity of the training data and prevent overfitting. In 
addition, exploration of more advanced model optimization 
techniques, as well as more careful parameter adjustments, 
can help improve the overall performance of the model. 
Finally, to strengthen the results, model evaluation can also 
be extended to include other metrics such as area under curve 
(AUC) and the use of cross-validation techniques to validate 
the stability and consistency of model performance more 
broadly. 
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