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ABSTRACT This study evaluates the effect of using the Synthetic Minority Over-sampling Technique (SMOTE) on the 

performance of Support Vector Machine (SVM) classification models in the diagnosis of appendicitis in children. Class 

imbalance in medical data is often a significant challenge that can reduce the accuracy of predictive models. To address this, 

K-Nearest Neighbors (KNN) imputation is used to handle missing data in the dataset. An SVM model with a polynomial kernel 

was chosen for its ability to capture the non-linear relationship between clinical features and diagnosis. The polynomial kernel 

parameters were set with d = 3 and c = 1 to balance the model complexity and risk of overfitting and the use of SmOTE to 

address class imbalance. The results showed that the use of SMOTE increased the model precision from 87.00% to 98.65% 

and AUC-ROC from 85.96% to 88.04%. However, there was a decrease in recall from 92.55% to 77.66% and F1-Score from 

89.69% to 86.90%. This suggests a trade-off between the model's increased ability to distinguish between positive and negative 

classes and its decreased ability to detect all positive instances. This study makes an essential contribution to medical 

informatics by showing that while SMOTE can improve some of the model's performance metrics, there are significant trade-

offs that must be considered. These findings can assist medical professionals in making better decisions based on more accurate 

and representative data analysis, particularly in the diagnosis of appendicitis in children. 

INDEX TERMS Appendicitis, KNN Imputation, Support Vector Machine, SMOTE.

I. INTRODUCTION 

Appendicitis is one of the indications for emergency 

abdominal surgery in children. If the appendix is perforated, 

morbidity and mortality will increase. Therefore, surgeons 

strive to make an accurate diagnosis as quickly as possible. 

This is not always possible in children. The history may be 

confusing or unrememberable, and the clinical presentation is 

also confusing in young children. Dr. Kottmeier found that at 

the time of appendectomy, 1% to 32% of patients did not have 

appendicitis. in general, a more accurate diagnosis is more 

difficult to make when the child is younger [1]. 

Lack of fiber and carbohydrate intake is a major factor in 

appendicitis in Asian, Indian, and African countries. The 

incidence of appendicitis is less than 10% compared to 

European countries, where low fiber intake has a higher risk 

of appendicitis. A US case study found that children in the 

50th percentile and above who ate a diet high in fiber had a 

30% lower risk of appendicitis compared to children in the 

lowest percentile [2]. 

The clinical presentation of appendicitis is fever, anorexia, 

nausea, and pain from the navel to the lower right. However, 

in many studies, the symptoms of appendicitis are relatively 

mild [3]. It is still difficult to diagnose experienced surgeons  

[4], [5]. An initial examination is relied upon to diagnose 

appendicitis, making it easier for the doctor or surgeon to 

make a quick decision [6]. Diagnosis is essential to avoid 

complications of appendicitis [7]. 

Machine learning algorithms are being studied and applied 

to various clinical workflow tasks, including disease prognosis 

and diagnosis, medical treatment, and patient care plan 

creation[8]. The use of technology, such as classification, is an 

effective solution that can improve the accuracy of diagnosis 

and provide better care to patients. [9]. Classification is one of 

the models in data mining. Classification models are data 
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prediction techniques that make predictions of the value of 

data that is derived from different data. Classification is one of 

the main tasks in machine learning and data mining, and it 

belongs to the supervised learning type.[10]. 

A classification technique that allows medical professionals 

to sort through and identify patterns of relevant information, 

enabling them to diagnose appendicitis patients based on 

specific features associated with the condition [3]. Technology 

is an effective solution that can improve diagnosis accuracy 

and provide better patient care. One classification method that 

can be used is the SVM (Support Vector Machine) 

classification method, which has proven successful in various 

medical applications, including diagnostic, prognostic, and 

clinical decision-making [11]. 

SVM kernels for classification and regression in recent 

years into the data mining, pattern recognition, and machine 

learning communities have been attracted to the tremendous 

generalization and discriminative power of SVMs. SVM has 

been used to solve practical binary classification problems. 

SVM has been proven to be better than other supervised 

learning methods [12]. SVM was developed in 1995 by Cortes 

and Vapnik. It is a supervised learning algorithm used in 

classification and regression analysis. SVM is also used for 

applications such as pattern recognition, data mining, and 

machine learning[13]. SVM is a classification technique used 

to create a decision boundary between two classes and allows 

the prediction of labels for one or more features [14]. 

When building SVM classifiers, it is necessary to specify a 

particular kernel function, such as a polynomial or radial basis 

function (RBF), which is an important learning parameter. 

However, little research focuses on assessing the predictive 

performance of SVM classifiers built using different kernel 

functions. Moreover, it is known that combining multiple 

classifiers or an ensemble of classifiers, another active 

research area in pattern classification, often provides better 

performance than a single classifier [15]. 

The dataset used in this study has a problem, namely the 

presence of missing values. The missing value problem can be 

solved by using data mining techniques. Missing or missing 

imputation replaces the value of the missing data with a 

reasonable one, although there is no standard rule regarding 

the terrible percentage of missing data [16]. Data mining is 

extracting information from data sets stored in data 

warehouses. Data mining is a series of processes that get 

patterns from data sets [17], [18]. One way to handle missing 

values is to fill them with possible values based on the 

information available in the data, commonly referred to as 

imputation techniques. 

One method can be used in classification to handle missing 

value problems, namely K-Nearest Neighbor Imputation 

(KNNI). The K-Nearest Neighbor Imputation algorithm is a 

system that uses a supervised learning algorithm and aims to 

find new data patterns by connecting existing data patterns 

with new data. KNNI is an approach used to identify objects 

based on specific information that is the closest distance to the 

object. KNN imputation is a model-free method, although the 

majority rule is straightforward [19]. 

Previous research [20] The SMOTE method has been used 

to handle data imbalance, followed by hybrid feature selection 

and SVM optimization using genetic algorithms. The results 

showed an accuracy of 81.02%, sensitivity of 82.89%, and 

specificity of 79.23%, which outperformed various other 

methods such as LACE score, logistic regression, naïve Bayes, 

decision tree, and advanced neural network in identifying 

patients at risk of readmission. A study [21] found that among 

various machine learning models for detecting complicated 

appendicitis, Gradient Boosting (GB) had the highest validity, 

with AUC and accuracy values around 0.8 or more, both 

before and after applying SMOTE to balance the data. Another 

study [22] found that among various machine learning models 

for lung nodule detection, a combination of SVM with random 

undersampling (RU) and SMOTE yielded the highest 

classification accuracy, with an average value of more than 

92.94% on various sizes of training datasets. 

To solve the class imbalance problem, SMOTE (Synthetic 

Minority Oversampling Technique) can be used. SMOTE is 

an oversampling method that aims to balance the class 

distribution by generating synthetic samples of minority 

classes. By creating new data similar to the existing minority 

data, SMOTE helps improve the representation of minority 

classes in the dataset [23]. 

The findings of this study are anticipated to contribute in 

the following ways:  

a. Increase the understanding of how classification 

techniques can be effectively applied to patient medical 

record data, particularly in the context of class imbalance. 

b. Provide insight into the impact of using SMOTE in 

improving classification performance, including an 

increase in precision and AUC-ROC despite a decrease in 

recall and F1-Score. 

c. Support medical professionals in improving their decision-

making process through more sophisticated data analysis, 

especially in the diagnosis of pediatric appendicitis. 

 
II.  METHOD 

This research compares results from two different 

classification methods: SVM with KNNI without SMOTE and 

SVM with KNNI utilizing SMOTE. These two methods are 

evaluated using different parameters, where SVM uses 

polynomial parameters to fit its kernel, while KNNI uses 

weighting parameters to handle missing values. This study 

aims to understand how resampling methods and parameter 

tuning affect classification performance on the pediatric 

appendicitis dataset used as a research subject. This study has 

several sequential stages: appendicitis dataset collection, data 

preprocessing, KNNI imputation, SVM classification with 

and without smote, and evaluation. The flow carried out in this 

study can be seen in  FIGURE 1 : 
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FIGURE 1. Research Flow Chart 

A. DATASET 

The dataset used in this study is appendicitis in children. The 

dataset taken from the UCI Machine Learning Repository site 

can be seen at 

https://archive.ics.uci.edu/dataset/938/regensburg+pediatric+

appendicitis. The data used consists of 783 records and 58 

features. The other feature is the target class, which consists of 

2 classes: diagnosed appendicitis and not diagnosed 

appendicitis. TABLE 1, Which shows samples from the 

Regensburg Pediatric Appendicitis dataset [24]. 

 

TABLE 1 

Sample Data Appendicitis in children 

Age BMI Sex Height …. Enteritis 
Gynecological 

Findings 

12.68 16.90 female 148.00 ….   

14.10 31.90 male 147.00 ….   

14.14 23.30 female 163.00 …. yes  

16.37 20.60 female 165.00 …. yes  

11.08 16.90 female 163.00 …. yes  

… … …. … …. …. … 

11.40 18.80 male 
149.56
1628 

…. no  

11.40 18.80 male 
149.59

9601 
….  yes 

11.40 18.80 male 
149.59

9601 
….   yes 

  

B. PREPROCESSING 

Data preprocessing is essential for data mining because it 

affects the generalization performance of machine learning 

algorithms. This is obvious since machine learning methods 

are popular and commonly used in data mining [25]. 

1. ONE-HOT ENCODING. 

One-hot coding is a process used when the dataset contains 

categorical data. In this coding, each categorical feature is 

replaced by a set of binary features, where each can only take 

the value 0 or 1. The number of these binary features equals 

the number of possible categories (k>2) of the original 

features. Within each set of binary features, one feature is 

“hot” with a value of 1, while the others have a value of 0. 

Hence, this method is known as “one-hot encoding.” [26]. 

feature samples that implement the encoding algorithm in 

TABLE 2. 

TABLE 2 

Features that Implement One-Hot Encoding 

BMI Appendicitis No Appendicitis 

17.50 1 0 

33.10 1 0 

 

 

2. KNN IMPUTATION. 

Missing data can occur in all fields and can cause problems 

such as biased results, reduced statistical accuracy, and invalid 

conclusions [27][28]. The most common machine learning 

technique for handling missing values is imputation. Many 

imputation methods have been proposed to solve this problem 

[29][30]. 

One classification method that can solve the missing value 

problem is the K-Nearest Neighbor Imputation (K-NNI) 

algorithm. This algorithm determines the value of the missing 

attribute based on the similarity between the new case and the 

old case on the corresponding feature [31]. In the appendicitis 

dataset, missing values are indicated by empty columns, as can 

be seen in TABLE 1.  

This study uses KNN imputation with distance weighting 

parameters, which can handle binary, categorical, ordered, 

continuous, and semi-continuous distance variables. The 

distance between two values is a weighted average of each 

variable's contribution, where the weights should represent the 

variable's importance[32]. 
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The equation of KNN imputation can be seen. Based on the 

dataset, the K-NN imputation method can be applied to 

overcome missing data. The steps for the K-NN method are as 

follows [33]: 

1) Determining the K parameter. There is no specific 

method for determining the value of k in the KNN 

imputation method. If the value of k is too small or too 

large, it can cause noise, cause natural errors to limit the 

value taken, and indirectly affect the level of accuracy in 

classification[33][34]. 

2) Calculate the Euclidian distance between the missing 

examples and the complete data with (Equation(1))[35]: 

𝑑(𝑥,𝑦)  =  √∑ (𝑥𝑗  −  𝑦𝑗)2𝑠
𝑗=1   (1) 

Where 𝑑(𝑥,𝑦) is the euclidian distance, j is the attribute 

data with j = 1,2,3, ... . s, s is the data domain, 𝑥𝑎𝑗  is the 

value of the jth attribute containing missing data and 𝑦𝑏𝑗  

is the value of the j-th attribute containing complete data. 

3) Based on the information from the obtained distances, the 

minimum Euclidian distance is used as an estimated 

value for the missing data based on a predetermined 

parameter k. The imputed value is then calculated using 

weighted average estimation according to 

(Equation(2))[36]: 

𝑑𝑖,𝑗 =
∑ 𝑤𝑘𝛿𝑖,𝑗,𝑘

𝑝
𝑘=1

∑ 𝑤𝑘
𝑝
𝑘=1

 (2) 

where 𝑥𝑗 is the estimated average weight, K is the number of 

parameters k used with k = 1,2,3 . . . K, 𝑤𝑘 is the value of K 

nearest neighbor observations, 𝑣𝑘 is the value of complete 

data on attributes containing missing data based on 

parameter k. An analysis was conducted based on the 

accuracy levels achieved by various classification methods 

to assess the quality of the estimated values obtained through 

the imputation method. Thus, the weight of 𝑤𝑘 was 

determined through the inverse of the square of the 

Euclidean distance, which was then used in the calculation 

of the imputed values through weighted mean estimation. 

The accuracy of the imputation results was then evaluated 

using the classification method to determine the 

effectiveness of the imputation method used [37]. 

C. SMOTE 

After the preprocessing stage, the SMOTE algorithm, which 

uses a random oversampling approach, is used to handle the 

imbalance of data distribution between the majority and 

minority groups. The SMOTE procedure is based on 

interpolating between close minority class cases [38], [39]. 

The goal is to increase the number of minority class instances 

to balance the dataset by adding artificially created minority 

class instances to their nearest neighbors [40]. Here are the 

steps of the SMOTE algorithm [41]: 

1. For each sample x in the training set, calculate their 

Eucliden Distance to each minority class sample xi and 

get the k nearest neighbors of each sample from the 

minority class. 

2. Based on the degree of sample imbalance, randomly 

assign a sampling ratio N to xi and then randomly select 

N samples from its k nearest neighbors denoted as xh. 

3. Based on equation (a), construct new samples based on xi 

and xh until the classes become balanced, denoted as x 

new. 

𝑥𝑛𝑒𝑤 =  𝑥𝑖 +  𝑟𝑎𝑛𝑑(0,1) ∗ (𝑥ℎ  −  𝑥𝑖) (3) 

SMOTE also affects variable selection. For example, the p-

values obtained from comparing two classes by t-test after 

SMOTE show a more minor increase in data than those 

obtained with the original data. This happens because SMOTE 

reduces the data obtained with the original data, which 

increases the sample size and reduces the variance. In contrast, 

the difference between the sample means is not significant 

[42]. Comparison after and before smote implementation can 

be seen in FIGURE 2. 

FIGURE 2. Before and After SMOTE for Appendicitis Dataset 

 

D. (SUPPORT VECTOR MACHINE) SVM 

A Support Vector Machine (SVM) is a machine learning 

algorithm used to classify a set of training data with a label 

[43]. The best decision boundary is the one with the most 

significant distance and margin from both data classes. SVM 

finds the best hyperplane to separate the data [44], [15] 

(FIGURE 3).  
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FIGURE 3. SVM Model Generation 

 

To separate the data into two linearly distinct classes, SVM  

searches for the optimal hyperplane by maximizing the 

distance or margin between the hyperplane and the closest data 

sample from each class [45]. Kernels are methods applied to 

data that are not linearly separable. The basis of the kernel is 

to map the data into a higher dimensional space using 

functions of 𝜃(𝑥). Many data mining or machine learning 

techniques are developed by assuming that the relationship 

between data is linear, so the resulting algorithms are limited 

to the linear case (Equation(4))[46][47]: 

(𝜃(𝑥𝑖). 𝜃(𝑥𝑗))  =  𝐾(𝑥𝑖 , 𝑥𝑗) (4) 

where 𝑥 is an individual data point, and 𝜙 is a function that 

maps the data to a higher dimensional space. Using the 

mapping function 𝜃(𝑥), each multiplication of 𝑥𝑖. 𝑥𝑖will be 

calculated by 𝐾 (𝑥𝑖, 𝑥𝑗). Furthermore, 𝑥𝑖 will be mapped into 

a higher dimensional space. In this research, a polynomial 

kernel is used for Multiclass SVM classification[47]. 

In the context of a Support Vector Machine (SVM) with a 

polynomial kernel, 𝐾𝑖𝑗 are the elements in the i-th row and j-

th column of the kernel matrix. The vectors 𝑥𝑖 and 𝑥𝑗 are the 

feature vectors of the i-th and j-th data. The following is the 

equation for SVM classification and polynomial parameters. 

The polynomial kernel is calculated using the 

formula(Equation (5)) [48][49]: 

𝐾(𝑥𝑖 , 𝑥𝑗)  =  (𝑥𝑖 , 𝑥𝑗  +  𝑐)𝑑 (5) 

where 𝑐 is a constant added to control bias, and is the 

polynomial degree that determines the complexity of the 

kernel function. This kernel function allows the SVM to 

operate in a high-dimensional feature space, measuring the 

similarity between data points without explicitly computing 

the coordinates in that space, leveraging what is known as the 

kernel trick. 

E. EVALUATION 
1. CONFUSION MATRIX 

In machine learning, the performance of the integrated model 

in classification performance is commonly done through the 

utilization of confusion matrices. Confusion matrices are a 

more efficient way to present the results of problems in 

classification [50]. This matrix provides information about 

the real and predicted classification results [51].  

False Negative (FN), False Positive (FP), True Negative 

(TN), and True Positive (TP) are terms used in the confusion 

matrix. The terms are defined in TABLE 3. 

TABLE 3  

Confusion matrix 

Actual class 
Predicted Class 

True False 

True True Positive (TP) False Negative (FN) 

False False Positive (FP) True Negative (TN) 

 
Here is the evaluation matrix that has been considered, the 

confusion matrix parameters have been used to measure each 

parameter evaluation can be seen in (Equation (6), Equation 

(7), Equation (8), and Equation (9)) [52]. 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝐹𝑁+𝐹𝑃+𝑇𝑁
 (6) 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃+𝐹𝑁
 (7) 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃+𝐹𝑃
 (8) 

𝐹1 =
2∗𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛∗𝑅𝑒𝑐𝑎𝑙𝑙

𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑅𝑒𝑐𝑎𝑙
 (9) 

 

2. AREA UNDER THE ROC CURVE (AUC-ROC) 

Calculation using a formula that integrates the curves. AUC 

can be interpreted as the probability that the classification 

model will correctly distinguish between positive and 

negative samples [53]. The categorization approach implies 

that when randomly selected, positive examples will have 

higher scores than negative examples. Therefore, a higher 

AUC indicates a better classification model's ability to 

distinguish between positive and negative classes 

effectively. Maximizing the AUC value is the main goal in 

developing an effective classification model [54].  

AUC ranges between 0 and 1, with a higher AUC 

indicating better model performance. AUC can be modeled 

mathematically in (Equation (10))[55]. 

𝐴𝑈𝐶 =
(

𝑇𝑃

𝑇𝑃+𝐹𝑁
)𝑥(

𝑇𝑁

𝑇𝑁+𝐹𝑃
)

2
 (8) 

In addition, the interpretation of the AUC value indicates the 

ability of the model to distinguish between positive and 

negative classes. In addition, AUC is a valuable tool for 

selecting and comparing models, which allows practitioners 

to evaluate the relative effectiveness of various classifiers. 

To see the value of classification quality based on the AUC 

value can be seen at TABLE 4 [55]. 

TABLE 4 

Categories of results from classification based on AUC values 

AUC Values Category 

0.90 – 1.00 Excellent 

0.80 – 0.90 Good 

0.70 – 0.80 Fair 

0.60 – 0.70 Poor 

0.50 – 0.60 Failure 

III. RESULT 
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This section shows the performance of the SVM classification 

algorithm with and without using the SMOTE technique. The 

aim is to see how well SVM can classify unbalanced data. This 

analysis uses various evaluation metrics such as accuracy, 

precision, recall, F1-score, and AUC of the ROC curve. The 

evaluation is done to compare the performance of SVM with 

and without SMOTE and to understand whether the use of 

SMOTE can improve SVM's ability to distinguish between 

positive and negative classes. 

A.  SUPPORT VECTOR MACHINE(SVM)PERFORMANCE 

This section reveals the experimental findings obtained from 

the Support Vector machine (SVM) classification model with 

and without SMOTE. 
TABLE 5 

SVM accuracy with and without SMOTE 

Evaluation SMOTE NO SMOTE 

Accuracy 85.99% 87.26% 

Precision 98.65% 87.00% 

Recall 77.66% 92.55% 

F1-Score 86.90% 89.69% 

AUC-ROC 88.04% 85.96% 

 

The results of evaluating classification models using 

Support Vector Machine (SVM), both with and without using 

Synthetic Minority Over-sampling Technique (SMOTE), 

show significant differences in performance metrics. When 

using SMOTE, there was a notable increase in precision, 

reaching 98.65% from 87.00% without SMOTE. This 

indicates that most of the optimistic predictions made by the 

model with SMOTE are correct. However, the use of SMOTE 

also resulted in a decrease in recall, which decreased from 

92.55% to 77.66%. This means that the model with SMOTE 

is more likely to miss some positive instances. In addition, F1-

Score, which is the harmonic mean of precision and recall, also 

decreased from 89.69% to 86.90% when using SMOTE.  

FIGURE 4. SVM Classification Performance: With and Without SMOTE 

 

However, it is worth noting that the accuracy of the model only 

experienced a slight decrease, from 87.26% to 85.99%, and 

there was a significant increase in AUC-ROC from 85.96% to 

88.04%. This emphasis on improving AUC-ROC suggests 

that the use of SMOTE can improve the model's ability to 

distinguish between positive and negative classes, which is 

often a critical factor in evaluating the performance of 

classification models. While there is some compromise to 

precision, recall, and F1-Score, it is essential to note that AUC-

ROC is a more critical matrix.  For more details, it can be seen 

the chart in FIGURE 4 comparison of the performance results 

of the suppert vector mechine algorithm with and without 

smote. The following are the evaluation results of the 

classification model using a Support Vector Machine (SVM) 

for the diagnosis of appendicitis in children, both with and 

without using the Synthetic Minority Oversampling 

Technique (SMOTE). The confusion matrix can be seen in 

TABLE 6 below using the smote: 

 
TABLE 6 

Confusion matrix with SMOTE 

 Predicted class 

 Positive Negative 

Actual Positive 62 1 

Actual Negative 21 73 

 

Then for the confision matrix that does not use smote can be 

seen in TABLE 7: 
TABLE 7 

Confusion matrix without SMOTE 

 Predicted class 

 Positive Negative 

Actual Positive 50 13 

Actual Negative 7 87 

 

The performance evaluation of the model with and without 

SMOTE shows a significant difference. The model without 

SMOTE has 50 True Positives and 13 False Positives, while 

the model with SMOTE has 62 True Positives and 1 False 

Positives. This indicates that the model with SMOTE is better 

at reducing False Positives, which means that most of the 

positive predictions made by the model with SMOTE are 

correct. However, it should be noted that the model with 

SMOTE experienced an increase in False Negatives from 7 to 

21, indicating that it is more likely to miss some positive cases. 

In contrast, True Negatives decreased from 87 to 73 with the 

use of SMOTE, indicating that the model with SMOTE is less 

effective in identifying negative cases. 

The importance of AUC-ROC was also seen, where the 

model with SMOTE showed an increase from 85.96% to 

88.04%, indicating a better ability to distinguish between 

positive and negative classes. Therefore, despite some 

compromises in other performance metrics, the improvement 

in AUC-ROC indicates that the model with SMOTE is more 

effective in this context of medical diagnosis. 

IV. DISCUSSION 

The selection of polynomial kernel in the analysis of 

appendicitis diagnosis is based on several considerations, 

including the complexity of the non-linear relationship 

between clinical features and diagnosis, the complex 

distribution between "positive" and "negative" classes in the 

dataset, and the polynomial interaction between features. The 
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use of a polynomial kernel in SVM is considered strategic as 

it can overcome the structural challenges in the dataset and 

improve the model's ability to understand and predict 

appendicitis diagnoses. Then, the parameter selection in the 

polynomial kernel (d) and regularization parameter (c) in 

SVM affect the complexity and generalization of the model. 

Choosing d = 3 provides a good balance between model 

complexity and the ability to capture patterns in the data, while 

c = 1 reflects a balanced trade-off between model flexibility 

and the risk of overfitting. Thus, using these values can result 

in a model that is flexible enough to handle the complexity of 

the data without losing important generalizations. 

Following the use of SMOTE to handle a class imbalance 

in the dataset, this study used a value of K = 15 to control the 

number of neighbors considered when creating synthetic 

samples for minority classes. The value of K = 15 was chosen 

as it resulted in a significant improvement in AUC-ROC 

compared to other K values. This suggests that by considering 

the 15 nearest neighbors in the formation of synthetic samples, 

the model can obtain more representative information from the 

variation in the minority data, improving the model's 

performance in handling class imbalance. And Results show 

that the AUC rises when using SVM with SMOTE, indicating 

an improvement in the model's ability to distinguish between 

positive and negative classes. 

evaluation results show that using SMOTE affects the 

classification model's performance in several important 

aspects. The model's accuracy slightly decreased with 

SMOTE (from 87.26% to 85.99%). The increase in precision 

(from 87.00% to 98.65%) indicates that the model is more 

precise in its optimistic predictions when using SMOTE. 

However, the significant decrease in recall (from 92.55% to 

77.66%) indicates that the model is less effective in 

recognizing all positive instances in the test data after using 

SMOTE. F1-Score, which combines precision and recall, was 

also higher in the model without SMOTE (89.69%) compared 

to the model with SMOTE (86.90%). Meanwhile, AUC-ROC 

was slightly higher with SMOTE (88.04%) than without 

SMOTE (85.96%), indicating that SMOTE helps distinguish 

between positive and negative classes. Overall, although 

SMOTE can increase precision and AUC-ROC, the decrease 

in recall and F1-Score suggests that the use of SMOTE needs 

to be carefully considered based on the specific needs of the 

classification application 

The drawback of this study is that the decrease in recall 

using SMOTE causes a significant decrease in recall, which 

means that the model becomes less effective in detecting 

positive instances after the data is balanced with SMOTE. The 

size of the dataset used may not be large enough or 

representative, so the results of this study may not be 

generalizable to more extensive or different datasets. This 

study may have yet to explore various SMOTE parameter 

settings and classification models that could have yielded 

better results. For example, the value of k_neighbors in 

SMOTE and the hyperparameters in the SVM model may be 

better tuned. The use of SMOTE increases the complexity of 

the model, which can lead to overfitting, especially if not 

accompanied by adequate cross-validation. 

This study aims to evaluate the impact of using the 

Synthetic Minority Over-sampling Technique (SMOTE) on 

the performance of Support Vector Machine (SVM) 

classification models on class-imbalanced datasets. The 

results show that the use of SMOTE can improve the model's 

ability to distinguish between positive and negative classes, 

especially seen from the increase in AUC-ROC values. 

However, this improvement is also accompanied by a decrease 

in several other performance metrics, such as recall and F1-

Score, indicating a trade-off between the precision and 

sensitivity of the model. This suggests that the use of SMOTE 

may improve the model's ability to address class imbalance, 

but it should be noted that there are trade-offs that must be 

taken into account in terms of overall model performance. 

This research highlights several limitations that need to be 

addressed in future research. Firstly, the restriction to using 

SVM and SMOTE in the classification of certain medical data 

raises the potential for further exploration of other 

classification algorithms and class balancing techniques. 

Furthermore, this study underscores the importance of 

expanding the sample size to represent a wider variety of class 

imbalances in clinical settings. In addition, integration with 

other classification methods can provide a more 

comprehensive insight into the best approach to handling class 

imbalance in medical data. Finally, improvements to the 

evaluation methodology, such as the implementation of a 

more detailed cross-validation scheme, are expected to yield 

more accurate information on the model's performance under 

various data conditions. With these limitations in mind, future 

research in this area can further explore such aspects to expand 

our understanding of the performance of classification models 

in the face of class imbalance in medical data. 

V. CONCLUSION 

The conclusion of this study confirms that the use of the 

Synthetic Minority Over-sampling Technique (SMOTE) in 

combination with the Support Vector Machine (SVM) 

classification algorithm has a significant impact in dealing 

with class imbalance in medical datasets, particularly in the 

context of diagnosing pediatric appendicitis. The main 

findings show a significant improvement in the model's ability 

to distinguish between the positive and negative classes, which 

is reflected by an increase in the AUC-ROC value. However, 

this improvement was also offset by a decrease in several other 

performance metrics, such as recall and F1-Score. 

The implication of this study is that the use of SMOTE can 

be an effective strategy to improve model performance in 

handling class imbalance in medical datasets. However, the 

decision to apply SMOTE should be made carefully, 

considering side effects such as decreased recall. These results 

have practical implications in the development of medical 

decision support systems, which can improve accuracy and 

efficiency in diagnosing cases such as pediatric appendicitis. 
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As such, this research makes an important contribution to 

developing the field of medical informatics by providing 

better insight into the use of class-balancing techniques in 

medical data classification. In addition, these findings can 

serve as a basis for the development of more advanced 

methods in diagnosing and managing complex medical 

conditions, strengthening the role of medical informatics in 

improving overall healthcare. 

In future research, there is potential to further explore 

different SMOTE parameter settings or combinations of other 

clustering and class-balancing techniques to improve model 

performance. In addition, it is important to conduct further 

studies to understand the effects of using SMOTE on different 

types of datasets and other classification algorithms, as well as 

to develop more holistic evaluation methods to evaluate model 

performance in the context of class imbalance. Thus, future 

research in this area can provide deeper insights and more 

effective solutions in addressing the class imbalance problem 

in data classification. This can contribute to the development 

of more advanced classification techniques in the field of 

medical informatics, which in turn can improve healthcare 

quality and patient outcomes
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