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ABSTRACT Computer vision’s ability determines the accuracy of object recognition. This study tested the camera's ability to 
recognize both passive and active markers using LEDs. A specific active marker is analyzed using blinking on the LED. One 
of the factors to consider when choosing a specific marker is the value of the duty cycle accuracy. The proposed system is 
confirmed by implementing an integrated control system and the hardware to develop a specific marker. The result shows that 
the commercial camera can recognize all colors used as the test markers. Here, a specific marker was improved in the bullet 
launcher system due to tracking, identifying, detecting, marking, locking, and shooting a target precisely. Generally, image 
processing obtained the comparison of the time to speed the process, the higher the pixel resolution, the longer the time. When 
the object moves at a certain speed, the camera can detect several marker shapes, such as circles, squares, and triangles. The 
result shows that a circle marker gives a higher accuracy at every speed level. In the duty cycle variation test, when the duty 
cycle value is set to 50%, the best accuracy is obtained when the red LED is used, with the accuracy value obtained reaching 
96%. In the LED test, it is also found that the effect of light affects the color detection results on the LED. Moreover, using the 
highest accuracy results from the LEDs at the implementation stage would be very good. 

INDEX TERMS Computer Vision, Object Recognition, Markers, Duty Cycle.

I. INTRODUCTION 
Technological advances in visual data processing leading to 
computer vision significantly impact human development in 
today's modern era. Current technological advances cannot be 
separated from the need and efforts to develop computers that 
are far more sophisticated than before and even resemble 
humans [1-3]. The application of computer vision is more 
directed at recognizing objects like a vision in the human eye, 
such as recognizing visual objects and physical characteristics 
and identifying the characteristics of an object. Object 
recognition is a method applied to computer vision, where the 

principle of its work is to imitate the human eye to detect a 
recognized object [4][5]. There are several benefits related to 
the use of object recognition methods. One of the object 
recognition applications is detecting specific targets based on 
the color and shape of the object, as well as various other 
scientific parameters. This component can be applied to smart 
instruments, especially bullet launchers.  

In an object recognition system, color is one of the main 
parameters in recognizing the target to be detected [6][7]. The 
color in an object can be easily distinguished using a certain 
recognition system. However, under normal conditions, the 
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intensity of the surrounding light will affect the color. In 
conditions of over and under exposure, the color of an object 
will be faint, so the device or machine is difficult to detect the 
color precisely [8-10]. Therefore, using the color filter will be 
optimal in environmental conditions with the proper light 
conditions. Several other methods are still needed for an 
optimal object recognition system to obtain a specific object 
recognition. 

 In the development of this system, a camera with an image 
processing device is used to capture an object. The quality of 
the camera itself will limit the ability to capture objects 
visually. However, along with the development of technology, 
the capabilities of existing cameras are getting better and much 
more sophisticated, even though the camera's abilities cannot 
reflect precisely like the human eye. 

Specific object recognition will be based on filter methods 
through OpenCV. Here, OpenCV is a software library 
intended for processing dynamic images in real-time, and its 
development began with Intel [11]. Here, the use of OpenCV 
is based on established usage, so many libraries support this 
research process. OpenCV is used for passive target markers; 
object recognition capabilities are obtained by color filtering, 
shape contour, filter size, or camera pixels. Also, OpenCV is 
often used for security, surveillance, traffic monitoring, 
navigation, and human-computer interaction [12-14]. As for 
active target markers, we propose light source encoding. Here, 
active markers can be very useful in extreme ambient light 
intensity, low light conditions, or overexposure conditions. 
These methods will be combined and matched according to 
their use and application to obtain an optimal recognition of 
objects moving horizontally and vertically [15]. 

 Active specific markers are built from Pulse Width 
Modulation (PWM) signals to create blinking LEDs. LED is 
one of the lighting sources with very low power 
consumption[16], [17]. LEDs have different characteristics, 
such as the accuracy of the duty cycle based on color 
wavelength. Before an LED can emit light, it needs current to 
flow through. The higher the current flows in the LED, the 
brighter the light. However, it should be noted that the amount 
of current allowed is 12mA - 20mA and at a voltage of 1.2V - 
3.6 V according to the character of the wavelength. When the 
current flow is more than 20mA, perhaps the LED will burn 
[18]. Changing the electric current on an LED according to a 
specific pattern at a particular time can produce LED blinking 
[19-21].  

Furthermore, this research purposes to develop unique 
markers without distractions with a PWM control mechanism 
to create encoding light. This study will contribute to the 
optimization of unique markers without distraction. Moreover, 
it describes the characteristics of the variant of LEDs for an 
object recognition system that employs a blinking laser as a 
unique marker. The results of this study are expected to 
contribute as follows: 
a. Novelty is achieved by integrating LED blinking as a 

unique marker in the object recognition system. 

b. Providing an understanding of the performance of 
unique markers by PWM signals in object recognition 
systems. 

c. Providing analysis of the characteristics of red, blue, 
green, and yellow LEDs implemented in the object 
recognition system. This can make it easier to read 
unique markers in various ambient light conditions. 

 
II. METHODOLOGY 
The Specific objects are objects that are specifically selected 
to be detected from the shape and characteristics of the object  
[22], [23]. The selection of specific objects makes it easier for 
the system to classify objects based on their characteristics. 
Classifying objects requires the application of several object 
recognition methods with computer vision, which aims to 
provide an understanding of the machine to recognize specific 
objects. The following flowchart is a system that detects an 
object. 

 The description of the system workflow in Figure 3 is as 
follows. First, the camera will be tested to determine whether 
it functions correctly and can be detected. If the camera is 
working correctly, then the camera can recognize objects. The 
resulting image or video from the RGB camera will be 
converted to Hue-Saturation-Value (HSV). Next, the value of 
the upper and lower limits on HSV is determined, which is 
used to mask the selected color detected on an image. 
Following this masking, the color area is determined, and the 
object looks for contours. The next stage is to determine the 
object's shape by using the number of angles from each shape 
obtained using the approximation function and calculating its 
area using the contour Area function provided by OpenCV. 
From the result of the contour Area function, we can 
determine the smallest and largest objects by comparing the 
area of each object. 

The analysis continues to test object detection on the LED, 
which is controlled using Arduino Uno. If the system can 
detect the object, it will be delayed. In contrast, it will get a 
delay-off. The calculation process for duty cycle, delay time, 
and accuracy is carried out from the delay value on and off. 
The final stage is to display the calculation results on the 
monitor screen.  
 
A. OBJECT RECOGNITION 
Detection of objects using markers is one of the easiest 
methods of detection. Markers are artificial objects that are 
designed to be easily recognized and identified. Markers are 
markers at known positions or sizes, serving as reference 
points or measures for other objects. 

 This work uses a camera with image processing software 
OpenCV to recognize the targets. Meanwhile, a Galvano 
Mirror is used to steer the laser beam. Galvano mirror is a pair 
of devices consisting of a mirror, motor, and encoder [24]. A 
web camera is used to identify the target. This camera can 
capture images with a resolution of 1280 × 720 pixels for 30 
fps and a 55° angle of view. The camera also needs a specific 
program to recognize the object intended as the target. The 
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target in this research is a dynamic (moving object). In this 
case, the shape and size of the target, recognized by the 
camera, might slightly change when it moves. 

 The development of OpenCV in object-specific 
recognition is based on proven methods. Hierarchically, it can 
be classified in color filtering to filter out specific colors as 
various shapes and sizes of objects. Then the filtering results 
from the color filtering will be continued in the shape and 
contour filter to select only specific colors and shapes that the 
camera will detect. Moreover, the last is the pixel size used to 
choose an object of a particular size. 

Regarding the recognition processes, the color filtering 
method classifies the object. Then, the filter size is a method 
used to detect objects based on the large area of an object. The 
large area of the object caught by the camera  
can be taken from the contourArea() function in OpenCV. As 
shown in Eq. (1)-(4), this function will return the integer area 
value of each detected object. The mathematical calculation 
used to calculate the area of an object is to use the Green’s 
theorem. [25]. 
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where P and Q are functions with continuous partial 
derivatives on an open region containing. By entering 
dimension limits on the x-axis and y-axis, 
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Green's theorem is generally used in solving two-

dimensional flow integrals. In the case of size filters in object 
recognition, Green's theorem is usually applied to determine 

the area and center of a plane simply by integrating the 
circumference. 

 Moreover, the size filter affects other segmentations, such 
as color filtering and contour shape. When the camera 
captures two objects with the same color but different sizes, 
only one object is detected according to the specified size. 
On non-homogeneous objects, this system calculates the area 
of each object individually, where non-homogeneous objects 
will be detected as two different objects and have dissimilar 
contours based on each object's known contours, which will 
be calculated using the green theorem. 

 One of the problems encountered is when performing 
object recognition on several almost identical objects with 
different sizes. Therefore, an experiment was conducted by 
drawing three triangular objects with the same shape and 
color but different sizes so that the system is expected to be 
able to detect objects with an area value returned by the 
contourArea() function between 5000-6000 pixels. 

Color filtering is a digital image processing technique 
based on selected colors, as shown in FIGURE 1. The system 
will detect the specified color and ignore colors that are not 
needed. Moreover, two color classifications are applied to 
compare each existing color classification based on RGB and 
HSV values.  

The RGB color model is the most common in color image 
processing. RGB has three color spaces: red, green, and blue. 
Each RGB pixel has a value range from 0 to 255. The HSV 
value is the value of the color content contained in the color. 
Value has a range from 0 to 1. When the value is 0, the color 
will be black, whereas if the value is 1, the level of black 
content in the color will disappear. To get the HSV color 
model, it is necessary to convert the object color from RGB 
to HSV using Python programming [26]. 
 

 

 

 

 

 

 

 

 

FIGURE 1.  Selecting color to filter mechanism. Moreover, it can be 
applied in shape and size filter mechanism 

 
B. CHARACTERISTIC OF LED BLINKING 
The modulation makes the specific markers of the LED PWM 
signal. Here, light is generated when electricity is run through 
the semiconductor [27]. The most convenient method for LED 
dimming without altering the current is the Pulse-Width-
Modulation (PWM). A driver and LED response times are two 
factors limiting the shortest PWM pulse duration. Usually, a 
manufacturer clearly states the driver’s response time. LED 
manufacturers are generally unaware of the need for faster 
LED response times. Typically, it is fast enough to satisfy 
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dimming requirements. Commercial LED manufacturers 
usually do not specify the response time. Therefore, the 
analysis was needed to evaluate the current state of the 
response time of visible light LEDs. 

Moreover, a microcontroller controls the LED to show the 
continuous or blinking light, as shown in FIGURE 2. 
Meanwhile, an Arduino Uno will control the motor and issue 
a PWM. In addition, the Arduino Uno can adjust the blinking 
signal with the various frequency and duty cycles. 
Furthermore, for the optimum condition, the maximum speed 
of the duty cycle on LED depends on the speed rate of the 
spectrometer. 

 

FIGURE 2.  The PWM of laser blinking consists of the ton/tbright, toff, and 
tdim. Microcontrollers could control all modes. 

 
This work has characterized and analyzed LEDs of various 
colors regarding their resolution and precision values. The 
colors used in this experiment are red, yellow, green, and 
blue. First, the LED has a 50% duty cycle, which means that 
in the blinking system, the length of time it turns on is the 
same as the length of time it turns off, and the PWM signal 
is analyzed. The duty cycle is calculated in this experiment 
by ton = 1 second and toff = 1 second, as shown in Eq. (5). [28-
29]. 

Duty cycle = ,#$
(,#$	/	,#%%)

 

 
 Therefore, the duty cycle correction value for the color LED 
can be calculated by comparing the input and output duty 
cycle cycle values.  
 
III. EXPERIMENTAL SETUP 
The LED variant consists of red, green, blue, and yellow 
colors. Here, a specific color of blinking LEDs forms the target 
marker. The web camera's ability will also be optimized so that 
it is about the color of the commercial LED and the shape and 
size of markers. Then, Arduino as a microcontroller will be 
connected to a PC as a power source for Arduino and LED 
controllers. 

The Arduino pin is connected to each LEDs, thus 
providing power to the LED, making it turn on and off 
according to the program on the Arduino IDE. Furthermore, 
the webcam camera will detect the color produced by the LED, 
as shown in FIGURE 3, then provide a contour on the edge of 
the object and perform calculations to determine the value of 

the duty cycle on the LED with the help of the Python 
program. Furthermore, the monitor screen displays the result. 
 

 
 
FIGURE 3.  The experimental set up of multicolor LED as a unique 
marker. The system consists of a mono camera, microcontroller, and 
computer. 
 
IV. RESULT 
In this study, we emphasize characterizing several types of 
LEDs as unique markers for object recognition systems. In 
object recognition using cameras, multicolor LEDs with 
specific colors must adjust several parameters to facilitate 
object recognition related to color processing, RGB, and 
HSV configurations. The experimental results of the 
comparison of the use of these configurations are shown in 
TABLE 1. However, the HSV model results are better than 
those of the RGB model compared to color filtering using 
RGB. The nature of the HSV model emphasizes perceptual 
variance in the hue saturation value of image pixels. The color 
segmentation obtained from HSV provides better object 
identification than that produced by the RGB. The color 
quality of RGB is influenced by the intensity of light that has 
not been predicted [30]. 

TABLE 1 
The Range of Each Color in RGB and HSV 

 

Therefore, the implementation of color segmentation in 
object recognition is shown in FIGURE 4. FIGURE 4 shows 
that later color filtering will filter each color from several 
colors provided. The color filtering method tests using 
images containing various object shapes and colors. 
However, what is focused on here is only classifying red. 
Meanwhile, the comparison of RGB and HSV configurations 
was tested in a red color filter, as shown in FIGURE 5. The 
measurement results show that the HSV configuration can 
detect the selected color according to the available object 
shape. The HSV configuration recognizes all object shapes in 
the selected color and even provides identification (edge lines) 

 
Color 

RGB color configuration HSV color configuration 
HSV Low HSV High HSV Low HSV High 

Red [87,0,0] [255,80,104] [137, 54, 0] [255, 255, 
255] 

Green [0,101,0] [154,255,96] [0, 74, 49] [138, 255, 
166] 

Blue [0,0,175] [175,168,255] [32, 39, 
167] 

[119, 255, 
255] 

Yellow [100,153,0] [255,255,103] [0, 21, 150] [41, 255, 227] 

(5) 
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according to the object's shape. The default color filtering 
experiment results using the HSV color model are better than 
those of the RGB color model. 

  

(a) (b) 

FIGURE 4.  Shape and color image (a) original image. (b) result of the 
masking object after the red color filter. 

 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 

 
 
FIGURE 5.  Comparison between RGB (below) and HSV (upper) in Color 
Filter, (left) after added lighten 57, (right) after subtraction lighten 132. 

Henceforth, the author uses the HSV configuration in 
every further testing activity. Meanwhile, FIGURE 6 shows 
the results of experiments where the system processes color 
filters at different resolutions. The color filter process will take 
longer if the results are more significant than the resolution. 
The smaller the resolution, the faster the color filter process. 

 
 
 
 
 
 
 
 

 
FIGURE 6.  Time comparison with resolution size to speed the process. 

Therefore, segmentation in object experience can also be 
reviewed from the shape of the detected object. This stage 
can be combined with color segmentation hierarchically or 
stand-alone. Testing the success of the detector requires 
several testing techniques, such as recognizing objects of the 
same type and characteristics or even searching for an object 
of a different type. This test is carried out to determine the 
system's success in classifying certain types of objects. 
Therefore, the examiner uses several samples of 
homogeneous objects and heterogeneous objects. In the 
image below, the default system must be able to recognize 
one object to detect a specific object. 

 
 
 
 
 
 
 
 
 
 
 
FIGURE 7.  Shape filtering of all objects and all colors (left) shape filtering 
for circle object with red color only (right). 
 

Contour only detects the object's edges so that the contour 
will resemble the object's shape. However, the question is, 
what if the object is of a different shape but has the same 
characteristics, such as the same color. The value of HSV is 
also very influential in finding the object's contour. In this 
case, the value is sought to determine the shape and color of 
a particular object (FIGURE 7). 

Furthermore, by using the same detection object after 
going through the color and shape segmentation stages of the 
object, pixel segmentation can be carried out to identify the 
size of the detected object. The filter shape is also carried out 
as in a trial to detect moving boxes, triangles, and circles, 
where objects will be moved from the far-left corner to the 
far-right corner with a distance of 50 cm and with six-speed 
levels. These try to determine the camera's ability to detect 
the object Moving. Based on the results of the experiments 
obtained, the object of the circle has a high level of accuracy 
at each level of speed compared to box-shaped objects and 
triangles. 

 
 
 
 
 
 
 
 
 
 
 

FIGURE 8.  Before pixel filter (a) after pixel filter (b). 
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The pixel filter will filter the shape based on the most 
significant object size. It aims to obtain a more accurate 
detection quality. Figure 8 shows the filtering size results, and 
FIGURE 8 shows the results before the object filtering 
process. 

In testing multi-colored LEDs, using a 50% duty cycle 
calculation, which means that the length of time the LED is on 
and the length of time the LED is off is the same, it can be seen 
that the longer the on and off time will result in increased 
object recognition accuracy.  As shown in FIGURE 9, the four 
colors have different wavelengths, resulting in different 
precision values. It can still be seen in the same table that the 
variations in the duration of ton and toff are carried out to see the 
maximum speed that the photodetector can capture. When the 
ton and toff are getting smaller, which means the blinking speed 
is increasing, the correction value is also increasing. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 

FIGURE 9.  The correlation between time and accuracy with 50% 
duty cycle 

Meanwhile, testing was also conducted using moving 
objects at speeds from 0.1 m/s to 2 m/s on several forms of 
objects. The goal is to test the camera's capabilities with 
frames per second of 15 fps at a distance of less than 2 meters 
that has been armed with a programming language for object 
recognition. The test results in TABLE 2 show that the 
detection accuracy that describes the quality of object 
recognition decreases along with the increased speed of 
motion of the detected object. Dynamic testing like this will 
be very useful when this system is implemented in a 
computer. 

 
FIGURE 10.  The correlation between duty cycle and accuracy. 

Meanwhile, FIGURE 10 shows that the testing of duty 
cycle variants affects object recognition accuracy. The 
experimental results show that increasing the length of the 
tone time does not necessarily increase the accuracy of object 
recognition. In the comparison of the same on and off time in 
one blink, it gives a greater accuracy value than other time 
comparisons.  

 
TABLE 2 

Testing moving object at a certain speed 

 
V. DISCUSSION 
Object recognition with a mono camera is done without 
machine learning. Several stages that must be passed in order 
to maximize identification include color segmentation, which 
has been tested on RGB and HVS configurations. In this case, 
the author interprets that each pixel in the camera sensor used 
responds to various colors caused by the base color and is 
sensitive to color depth, brightness level, and background 
brightness. Meanwhile, with the help of the OpenCV library, 
there is sometimes bias in objects with the same color but 
different shapes and sizes. So that the application of shape and 
size segmentation is carried out in order to optimize object 
recognition. Combining the three segmentations makes a 
powerful formula in object recognition with cameras and 
OpenCV. 

Meanwhile, object recognition with cameras and OpenCV 
cannot work optimally in extreme light conditions. So, the 
author continues learning about the intervening object, namely 
LEDs, which are known to be easy to control and have low 
power consumption. Using LEDs based on basic colors, 
namely red, green, and blue, added yellow as additional data 

Speed   
(m/s) 

Object Detected Undetected 
Accuracy 

(%) 

0.1 m/s 

Circle 88 18 83.02 

    Triangle 83 14 85.57 

Square 87 22 85.57 

0.2 m/s 

Circle 41 14 74.55 

    Triangle 31 16 65.96 

Square 44 16 65.96 

0.5 m/s 

Circle 18 3 85.71 

    Triangle 12 7 63.16 

Square 17 4 63.16 

                                       
   0.67 m/s 
 

Circle 11 3 78.57 

    Triangle 11 8 57.89 

Square 11 4 57.89 

1.0 m/s 

Circle 10 3 76.92 

    Triangle 7 5 58.33 

Square 8 4 58.33 

2.0 m/s 

Circle 5 1 83.33 

    Triangle 5 2 71.43 

Square 5 2 71.43 
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in understanding their characteristics. With the same voltage 
input, the measurement of the light intensity that can be 
propagated on each LED produces red which has the highest 
accuracy value in the object recognition system with a mono 
camera and OpenCV. mean 

Previous research results [15][18][28-29] show that LEDs 
that are continuously turned on will consume power 
continuously, can potentially cause heat, and reduce the 
lifetime of the LED material, so this study proposes using LED 
dimming with PWM signal control. Several accuracy values 
discussed previously are greatly influenced by the type of 
color and LED material used and the selected duty cycle value. 
A duty cycle of 50% shows the highest accuracy value in 
object recognition, and this is because objects that flash with a 
long on-and-off time are more accessible to recognize. When 
the duty cycle is gradually decreasing, the accuracy of the duty 
cycle decreases. The smaller the duty cycle, the toff is higher 
than a ton, the duty cycle's accuracy drops significantly. Due 
to the photo detector's response, these phenomena are also 
affected by the speed ratio (ton and toff). Meanwhile, the duty 
cycle data after 50% show no significant accuracy shift. 
Therefore, a 50% duty cycle is a more straightforward form of 
PWM signal and gives a higher accuracy of the duty cycle. 

The weakness of the target marker system using LED is 
that the light is too bright; the dominant color will be white 
with the ambient basic color, thus creating a significant 
contrast difference. This situation makes recognizing the 
target difficult for the object recognition system. Meanwhile, 
The PWM signal of LED does not form a perfect pulse 
square signal, this will microscopically affect the resulting 
power distortion and different response times. Apart from 
that, the power consumption of an LED to emit light has 
received challengers with lower power consumption, such as 
organic LEDs, etc. Another thing that still needs attention is 
that the color rendering index of an LED intensity spectrum 
cannot be obtained at a single wavelength.   

Finally, the PWM LED will be dim and bright to see if 
the system can recognize the LED object. Since the red LED 
has the best accuracy, the dim light PWM test only tests the 
red LED. This test is performed when the LED is bright, 
dimmed, and dim. 
 
V. CONLUSION 
The aim of this research is to build an integrated system that is 
capable of producing, reading, and analyzing a specific 
marker. LED characteristics are analyzed by testing the PWM 
signal and its accuracy value. In another section, the ability of 
commercial cameras is tested in identifying various objects 
(color, shape, size) and recognizing LED flashes as specific 
markers. It is hoped that the integration of these two systems 
can become a specific target marker and monitoring system. 
Motion speed tests in 3D are important for further research. 
Several test scenarios were carried out to find the best 
accuracy of the specified duty cycle. The red LED achieved 
the best accuracy at 50% duty cycle with an accuracy of 96%. 
In the future, using LEDs as target markers opens good 
opportunities in various strategic fields, including the military, 
such as implementation in sniper weapons. 
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