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ABSTRACT The high Maternal Mortality Rate (MMR) remains a severe concern in maternal healthcare. One of the reasons 

is the delay in recognizing early danger signs during pregnancy. Therefore, in order to address this issue, there is a proposed 

solution in the form of developing an expert system which aims to diagnose pregnancy risks in pregnant women quickly and 

efficiently by using the Decision Tree and Dempster Shafer methods. The Decision Tree method was used for symptom 

classification while Dempster Shafer provided confidence values for existing facts. This study collected data from the dataset, 

the Poedji Rochjati Score Card (KSPR), and qualitative data through expert interviews. From the collected data, knowledge 

acquisition processes were then conducted to extract knowledge by using the ID3 Decision Tree and combine all symptoms 

from the gathered data.  Furthermore, the processed data was represented as a decision tree and assigned confidence values. 

The development of this expert system utilized the Laravel framework with PHP language and MySQL database. System 

validation involved patients as participants and midwives as experts and testers. Testing was conducted on March 13th and 16th 

2024, involving 16 patients at the Gatak Community Health Center. The system evaluation results show an accuracy rate of 

93.75%. This value shows that the system can operate effectively. Thus, it can be recommended for use in diagnosing pregnancy 

risks. 

INDEX TERMS Expert System, Pregnancy Risk Diagnosis, Decision Tree, Dempster Shafer

I. INTRODUCTION 

The Maternal Mortality Ratio (MMR) over the past 10 years 

remains above 300 per 100,000. Currently, it even stands at 

350 per 100,000. It shows that the target reduction of MMR, 

which should reach 183 per 100,000, is still far from being 

achieved. One of the reasons for this high figure is the delay 

in recognizing early warning signs during pregnancy [1]. 

Therefore, in order to address this matter, pregnant women 

need to have early knowledge about pregnancy risks [2]. 

Pregnancy risk refers to conditions in pregnant women which 

leads to death due to complications [3]. Based on the KSPR 

(Poedji Rochjati Score Card) there are three groups of 

pregnancy risks that are Low-Risk Pregnancy (KRR), High-

Risk Pregnancy (KRT), and Very High-Risk Pregnancy 

(KRST) [4]. These pregnancy risk groups are determined 

based on scores obtained from pregnancy risk factors [4]. 

Meanwhile, each group of pregnancy risk factors includes 

factors; such as, age, height, and history of cesarean section, 

categorized under Risk Factor 1; twin pregnancy and breech 

presentation, categorized under Risk Factor 2; and severe 

preeclampsia, categorized under Risk Factor 3 [5]. 

Pregnancy risk can only be determined through 

examination by healthcare professionals [2]. Furthermore, 

according to the Ministry of Health Data 2023, 650 

community health centers are without doctors, 5,354 are 

without complete sets of nine types of healthcare workers, and 

170 district/city public hospitals lack seven specialist doctor 

services. Among the seven types of specialist doctor services 

still lacking, obstetrician-gynecologists rank first with a 

shortage of 3,941 doctors. Therefore, from this data, it can be 

concluded that there is a shortage of healthcare providers for 

pregnant patients [6]. An expert system is needed to address 

the shortage of healthcare providers by detecting pregnancy 

risks in pregnant women more quickly and efficiently [2], [1], 

[6]. 
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Several studies have implemented expert systems in 

pregnancy cases. One such system is for emergency 

pregnancy referrals by using Forward Chaining, with an 

accuracy of 78.4% [7]. Previously, an expert system for 

diagnosing pregnancy complaints was developed by using 

Forward Chaining and Bayesian methods [8] with an accuracy 

of 70%. Therefore, based on the two studies above, it shows 

that the resulting accuracy is considered to the good category, 

but it has not yet reached 80%. Forward Chaining is good for 

fact-finding with forward tracking [9], [10], [11], but it is 

difficult to recognize one important fact compared to others 

[6]. The Decision Tree method, which can help simplify 

existing knowledge [12], is used to overcome the weakness of 

Forward Chaining so that it constructs the symptom-searching 

process. 

Decision Tree is a decision support method that employs a 

tree-like hierarchical structure in order to classify categories 

through a sequence of questions [13]. This method is effective 

for classification [14], [15] and it can optimize efficiency by 

reducing redundancy in the knowledge base and improving 

information integrity [16] so that it can increase accuracy. This 

statement is supported by research on using Decision Tree 

methods in sleep stage scoring systems with an accuracy of 

80.70%  [17] and research protocol ethics reviews with an 

accuracy reaching 92% [18]. Although Decision Tree is quite 

good at classification [19], it lacks the weight of confidence 

scores from an expert. 

There are several studies on weighting methods in expert 

systems; such as, Certainty Factor, Bayesian Network, and 

Dempster-Shafer [20]. Dempster-Shafer is a mathematical 

method used in order to integrate independent evidence in 

decision-making involving uncertainty, which also known as 

evidence theory, highly renowned and versatile across various 

applications [21]. This method achieves the highest accuracy 

compared to the Certainty Factor [22], [23] and Bayesian 

Network [24]. In addition to higher accuracy levels, the 

Dempster-Shafer method can implement non-monotonic 

reasoning, reasoning which can change original rules because 

of new facts so that it produces valid diagnoses by minimizing 

uncertainty [25], while the Bayesian Network only relies on 

existing facts [26]. The Dempster-Shafer method, suitable for 

pregnancy diagnosis cases, which contains facts or symptoms 

experienced by pregnant women as considerations in order to 

determine the level of pregnancy risk; besides, it is considered 

superior to the Certainty Factor since it only has confidence 

values and it does not have uncertainty values [27], [28]. The 

accuracy of the Dempster-Shafer method can be demonstrated 

through research on vegetable disease diagnosis, which 

yielded an accuracy of 90% [29]. 

The combination of Decision Tree and Dempster-Shafer 

methods can strengthen the diagnosis performed since it is 

based on rules and it has accurate confidence values [19]. 

Decision Trees function as rules or support in determining 

diseases based on symptoms [30]. Meanwhile, Dempster-

Shafer determines density values for each known fact based 

on expert knowledge [31]. The weight values of each fact are 

then combined, and the final results are the facts with the 

highest weight. The combination of these two methods has 

been conducted in cases of lung disease diagnosis, resulting in 

a matching rate of 83.08% [19]. 

Based on the problems outlined: 

a. A proposed solution is to create an expert system using 

Decision Tree and Dempster-Shafer methods based on 

KSPR.  

b. This system aims to facilitate a structured approach to 

analyzing pregnancy risk factors comprehensively.  

c. The development of such an expert system is expected to 

enhance maternal health outcomes by providing pregnant 

women with accessible tools for independent pregnancy 

risk diagnosis.  

d. Additionally, it can support healthcare professionals in 

improving the accuracy and efficiency of pregnancy risk 

detection, potentially reducing Maternal Mortality Ratio 

(MMR) through proactive intervention and timely medical 

care. 

 
II. MATERIALS AND METHODS 

A. DECISION TREE 

The Decision Tree is a decision support method which utilizes 

a hierarchical structure in the form of a tree in order to classify 

classes by using a series of questions [13]. One of the 

algorithms in the Decision Tree is ID3 (Iterative Dichotomizer 

3). The ID3 Algorithm is a classification method using a 

decision tree based on available data [32]. The ID3 algorithm 

builds decision trees top-down by first examining relevant 

attributes to be placed at the root, then evaluating all attributes 

based on statistical calculations; such as, information gain to 

determine how effective an attribute is in classifying data [33]. 

Therefore, the ID3 algorithm has the ability to select the most 

informative attribute based on entropy, enabling it to generate 

decision trees for effective data classification [34]. The 

working procedures of the ID3 Decision Tree algorithm are as 

follow: 

1. Calculating the total entropy using Eq. (1) 

      𝐸𝑛𝑡𝑟𝑜𝑝𝑖 (𝑆) =  ∑ −𝑝𝑗  log2 𝑝𝑗
𝑘
𝑗=1    (1) 

where S is a set of cases, K is a number of partitions in S, 

and 𝑝𝑗 is probability obtained from the sum of (Yes) 

divided by Total Cases. 

2. Calculating the entropy for each attribute value in order to 

measure how well a node performs using Eq. (2) 

𝐸𝑛𝑡𝑟𝑜𝑝𝑖 (𝑆𝑖) =  ∑ −𝑝𝑗 log2 𝑝𝑗
𝑘
𝑗=1 ,  (2) 

where 𝐸𝑛𝑡𝑟𝑜𝑝𝑦 (𝑆𝑖) is entropy for samples that have the 

value, K is a number of partitions in S, and 𝑝𝑗 is probability 

obtained from the sum of (Yes) divided by Total Cases. 

3. Calculating the Information Gain of each attribute in order 

to measure the effectiveness of the attribute in classifying 

data using Eq. (3) 

𝐺𝑎𝑖𝑛(𝐴) = 𝐸𝑛𝑡𝑟𝑜𝑝𝑦(𝑆) − ∑
|𝑆𝑖|

|𝑆|

𝑘
𝑖 = 1 𝑥𝐸𝑛𝑡𝑟𝑜𝑝𝑦(𝑆𝑖)(3) 

where S is sample space in the training process, A is an 

attribute, |𝑆𝑖| represents the number of samples for the 
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value, |𝑆| is the total number of data samples, and 

𝐸𝑛𝑡𝑟𝑜𝑝𝑦 (𝑆𝑖) is entropy for samples that have the value 

4. The attribute with the highest gain is used as the root node. 

5. Determining the leaf nodes from the root. 

6. Repeat steps 1-4. The selected attribute is not included 

again. Repeat until all data has been used. 

B. DEMPSTER SHAFER 

The Dempster-Shafer method employs the Belief approach in 

order to measure the strength of evidence supporting a 

particular set of propositions. A value of 0 indicates that there 

is no existing evidence while a value of 1 indicates the 

presence of definite evidence [35]. Moreover, the Dempster-

Shafer method is capable of integrating beliefs from various 

sources by using different operators in order to generate new 

beliefs while considering all available evidence, making it 

suitable for information fusion [36]. In this method, the belief 

function can be formulated as Eq. (4) 

𝐵𝑒𝑙 (𝑋) =  ∑ 𝑚(𝑌),𝑌⊆𝑋     (4) 

where 𝐵𝑒𝑙 (𝑋) is belief(X) and 𝑚(𝑌) is mass function(Y). 

Meanwhile, the Plausibility (Pls) value can be formulated as 

Eq. (5) 

𝑃𝑙𝑠 (𝑋) = 1 − 𝐵𝑒𝑙 (𝑋′) = 1 −  ∑ 𝑚(𝑋′),𝑌⊆𝑋  (5) 

where 𝐵𝑒𝑙 (𝑋) is belief(X), 𝑃𝑙𝑠 (𝑋) is plausibility(X), 𝑚(𝑋) 

is mass function(X), and 𝑚(𝑌) is mass function(Y). 

Plausibility has a range of values between 0 and 1. If there 

is belief in X', then the value of Belief(X') will become 1, 

causing the Plausibility(X) value to become 0 based on Eq. (5) 

In the Dempster-Shafer theory, the concept of a frame of 

discernment is symbolized by θ. The frame of discernment 

represents the entire hypothesis space under discussion in an 

environment [37]. This concept of the frame of discernment 

can be formulated as Eq. (6) 

𝜃 = {𝜃1, 𝜃2, … , 𝜃𝑛),     (6) 

where 𝜃 is FOD or environment and 𝜃 1 ... 𝜃 n is elements or 

components within the environment. 

The environment encompasses units which lead to various 

possible answers, with only one correct answer based on the 

need. In Dempster-Shafer, these possibilities are known as the 

power set and are denoted by P(Θ). Each unit in this power set 

is located within the range between 0 and 1, which can be 

formulated as Eq. (7) [38] 

m = P(Θ) →  [0,1],    (7) 

where m is a mass function and P(Θ) is the power set. Next, it 

can be formulated as follows in Eq. (8) 
∑ 𝑚(𝑋) = 1 ≈  ∑ 𝑚(𝑋) = 1𝑋∈𝑃(𝜃)𝑥∈𝑃(𝜃) ,   (8) 

where P(Θ) is the power set and 𝑚(𝑋) is a mass function of 

(X). 

In the Dempster-Shafer theory, the mass function (m) 

represents the level of belief in evidence or the measure of 

evidence and it is denoted by (m). The formula for calculating 

the mass function can be seen in the Eq. (9) [39] 

𝑚1 ⊕ 𝑚2 (𝑍) =  ∑ 𝑚1(𝑋)𝑚2(𝑌)𝑋⋂𝑌=𝑍  (9) 

where 𝑚1 ⊕ 𝑚2 (𝑍) is a mass function on evidence (Z), 

𝑚1(𝑋)  is a mass function on evidence (X), 𝑚2(𝑌) is a mass 

function on evidence (Y) and ⊕ is a direct sum operator. 

Dempster-Shafer uses Dempster's Rule of Combination in 

order to combine various pieces of evidence in decision-

making, which can then be formulated in Eq. (10) [39] 

𝑚1 ⨁ 𝑚2 (𝑍)  =  
∑ 𝑚1(𝑋) 𝑚2(𝑌)𝑋 ⋂ 𝑌 = 𝑍

1−𝑘
   (10) 

where 𝑚1 ⊕ 𝑚2 (𝑍) is a mass function on evidence (Z), 

𝑘 is the number of evidential conflicts. The value of evidential 

conflict (k) is formulated in the Eq. (11) 

𝑚1 ⊕ 𝑚2 (𝑍) =  ∑ 𝑚1(𝑋)𝑚2(𝑌)𝑋⋂𝑌=𝜃   (11) 

where 𝑚1 ⊕ 𝑚2 (𝑍) is a mass function on evidence (Z), 

𝑚1(𝑋)  is a mass function on evidence (X), 𝑚2(𝑌) is a mass 

function on evidence (Y) and ⊕ is a direct sum operator. Next, 

Eq. (11) is substituted into Eq. (10), resulting in Eq. (12) [39] 

𝑚1 ⨁ 𝑚2 (𝑍)  =  
∑ 𝑚1(𝑋)𝑚2(𝑌)𝑋⋂𝑌=𝑍

1−∑ 𝑚1(𝑋)𝑚2(𝑌)𝑋⋂𝑌=𝜃
   (12) 

where 𝑚1 ⊕ 𝑚2 (𝑍) is a mass function of evidence (Z), 

𝑚1(𝑋) is a mass function of evidence (X), 𝑚2(𝑌) is a mass 

function of evidence Y, and 𝑘 is a number of evidential 

conflicts. 

C. DESIGN PROCESS 

The development of an expert system for diagnosing 

pregnancy risks is a multi-faceted process that involves several 

crucial stages, as illustrated in FIGURE 1. This process aims 

to harness the power of artificial intelligence to provide 

accurate and reliable diagnoses, ultimately improving 

maternal health outcomes. The system leverages decision tree 

algorithms for knowledge representation and the Dempster-

Shafer method for managing uncertainty in diagnosis. 

 

FIGURE 1.  Expert System Development Process 

 

The development of an expert system begins with data 

collection, which is essential for forming the knowledge base. 

This involves processes of knowledge acquisition and 

knowledge representation. Once the knowledge base is 

established, it undergoes expert validation. If the knowledge 

base is validated by experts, the process moves to the 

implementation and testing stages. However, if the knowledge 

base is not validated, the process cycles back to the knowledge 

base formation until it is deemed valid by the experts. For 
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details of each stage, it can be seen as follows. Data Collection 

aims to acquire knowledge from journals, books, experts, 

and/or datasets which support the research topic [31], [40]. In 

this study, there are several ways to collect data. Dataset 

Collection is conducted by searching various datasets relevant 

to the topic online. Relevance means the dataset has columns 

suitable for use as parameters in determining the diagnosis of 

pregnancy risk levels with adequate data. From this dataset 

collection process, a relevant dataset was found for the 

research topic to be taken, namely Maternal Health Risk Data 

sourced from Kaggle with the following link [41]: 

https://www.kaggle.com/datasets/csafrit2/maternal-health-

risk-data 

This dataset was obtained from data collection at several 

hospitals, clinic communities, and maternal health care 

through an IoT-based risk monitoring system with 1014 data. 

A literature review collects materials and information relevant 

to the research topic to be studied. The literature review is 

conducted at this stage by gathering and reading references; 

such as, articles, journals, and books related to understanding 

KSPR [42]. The field study in this study involves conducting 

interviews with three experts from midwife to obtain data and 

information. By directly interviewing these experts, the 

insights gained are expected to be more comprehensive and 

valid [43], [44], [45]. The insights referred to here are critical 

aspects related to pregnancy diagnosis. The experts will 

contribute in the form of practical knowledge and clinical 

experience. Knowledge acquisition is obtaining and 

incorporating human knowledge into a system [46], [47]. In 

this study, the first step in knowledge acquisition is processing 

the obtained dataset by using the ID3 Decision Tree algorithm 

in Jupyter Notebook with the Python programming language 

in order to generate a decision tree containing symptoms and 

rules for diagnosing pregnancy risks.  

The second step is to process and combine the information 

obtained from experts and books regarding KSPR with the 

decision tree which has been created. It is conducted to 

improve the quality of the decision tree since the symptoms 

and rules become more comprehensive. Knowledge 

Representation is the representation of knowledge in computer 

systems or models which enable computers to understand, 

store, organize, and manipulate knowledge [9], [47].  

Based on FIGURE 2, the processed data would be 

represented as a decision tree containing rules for determining 

the level of pregnancy risk. Experts would then assign the 

created rules weights as part of implementing the Dempster-

Shafer method in order to measure the confidence level of a 

diagnosis. Weighting is conducted by taking the mode value 

from the three experts. Mode is the most frequent data or the 

data with the highest occurrence within a dataset. There are 

various types of mode: 

a. Single mode, which occurs when there is only one data 

point with the highest frequency, referred to as the "capital 

union". 

b. Double mode, which occurs when there are two data points 

with high frequencies, known as "bi capital".  

c. Multi-mode, identifies within a dataset where there are 

more than two modes, termed as "multimodal". 

 

FIGURE 2. Knowledge Representation Diagram 

 

When dealing with grouped data, it is expressed as Eq. (13) 

[48] 

𝑀0  =  𝑇𝑏 + (
𝑑1

𝑑1+𝑑2
) . 𝑖     (13) 

where 𝑀0 is mode, 𝑇𝑏 is bottom edge of mode class, 𝑑1 is 

difference in mode class frequency with the previous 

frequency, 𝑑2 is difference in mode class frequency with the 

frequency afterward, and 𝑖 is the length of interval class. In 

this stage, experts validate that the rules and weights that have 

been constructed are conducted. Experts would review 

whether the rules and weights result in appropriate pregnancy 

risk diagnoses. In the implementation process, the Decision 

Tree method is used as the knowledge representation method 

acquired, consisting of a series of rules, namely pregnancy risk 

symptoms, in order to determine the level of pregnancy risk. 

Subsequently, experts would assign these symptom weights as 

confidence values. 

When the system receives pregnancy risk symptoms 

experienced by the user, the system will calculate the 

confidence value by using the Dempster-Shafer method and 

provide output in the form of a prediction of the level of 

pregnancy risk experienced by the user. The development of 

the expert system would be implemented in the form of a 

website by using the Laravel framework with the PHP 

programming language and MySQL database storage. The 

developed expert system has two roles: admin and user. The 

user role has access rights to conduct consultations, view and 

download bookmarks (consultation history), and view 

guidelines and available articles. Meanwhile, the admin role 

has all the user's access rights and several other access rights; 

such as, CRUD (Create, Read, Update, Delete) features for 

articles, symptoms, diagnoses, and knowledge bases, read user 

consultation history feature and edit user role feature. 
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The expert system which had been developed would be 

tested on 16 patients offline on March 13th and 16th 2024, at 

Gatak Public Health Center, Sukoharjo. The testing process 

aims to evaluate the performance and reliability of the system 

[6], [49] in providing pregnancy diagnoses.  

 
III. RESULT 

There will be a detailed presentation regarding the design of 

the expert system for pregnancy risk diagnosis from the data 

collection stage, data processing (knowledge acquisition), 

representing the results of data processing into a knowledge 

base, which will then be implemented and tested in order to 

determine the expert system performance which has been 

developed. 

A. DATA COLLECTION 

The three sources of data collected by the authors are as 

follows; 

1) KAGGLE DATASET 

From the Kaggle dataset available at [41], various pieces of 

information were extracted to serve as benchmarks for 

determining pregnancy risk levels. The dataset columns 

include essential parameters that contribute to the 

comprehensive analysis of maternal health risks. These 

parameters are classified based on internet sources and expert 

validation, as detailed in APPENDIX A.  
Age groups are categorized into three brackets: less than or 

equal to 16 years, 17-34 years, and greater than or equal to 35 

years, each associated with unique health considerations. 

Teenage pregnancies, due to physiological immaturity and 

social factors, pose heightened risks, while advanced maternal 

age increases the likelihood of complications like gestational 

diabetes and hypertension. Body temperature, categorized as 

less than 36.0°C, 36.0-37.5°C, and greater than or equal to 

37.5°C, serves as a vital indicator for detecting infections and 

inflammation affecting maternal health during pregnancy. 

Elevated temperatures often signify underlying infections 

necessitating timely medical intervention to prevent adverse 

outcomes. 

Blood glucose levels, categorized as less than 140 mg/dL, 

140-200 mg/dL, and greater than 200 mg/dL, are crucial in 

managing gestational diabetes mellitus, a common 

complication. Elevated glucose levels can lead to conditions 

like macrosomia and preterm birth, emphasizing the 

importance of proper management through diet, exercise, or 

medication. Diastolic blood pressure, classified as less than 80 

mmHg, 80-90 mmHg, and greater than 90 mmHg, poses risks 

such as preeclampsia and eclampsia when elevated, 

underscoring the need for vigilant monitoring and 

management to safeguard maternal and fetal well-being. 

Similarly, systolic blood pressure, categorized into less than 

130 mmHg, 130-150 mmHg, and greater than 150 mmHg, 

indicates hypertension, associated with increased risks of 

cardiovascular complications and adverse pregnancy 

outcomes. Regular monitoring and appropriate medical 

interventions are essential to manage hypertension effectively 

and optimize maternal health outcomes. Overall, the Kaggle 

dataset supports evidence-based decision-making in maternal 

healthcare by integrating expert-validated classifications, 

thereby enhancing understanding and prediction of pregnancy 

risks based on quantitative data. The Kaggle dataset provides 

a valuable resource for understanding and predicting 

pregnancy risks based on quantitative data. It facilitates 

evidence-based decision-making in maternal healthcare by 

integrating comprehensive datasets with expert-validated 

classifications.  

 

2) POEDJI ROCHJATI SCORE CARD 

Here are some statements presented in the Poedji Rochjati 

Score Card, which serves as one of the benchmarks in 

determining pregnancy risk level, as seen in APPENDIX B. 

Teenage pregnancy poses higher risks due to the physical 

and psychological immaturity necessary to manage pregnancy 

and childbirth effectively. Marrying at an advanced age (≥ 35 

years old) with a marriage duration of ≥ 4 years can increase 

the risk of pregnancy complications such as hormonal 

disorders and decreased fertility. Advanced maternal age (≥ 35 

years old) for first-time pregnancies elevates the risks of 

complications like preeclampsia and other pregnancy-related 

issues. 

Too close consecutive pregnancies spaced ≤ 2 years apart 

increase the risk of premature delivery and maternal health 

complications. Having ≥ 4 children heightens the risk of 

multiple pregnancies, placental disorders, and other 

complications during pregnancy and childbirth. Advanced 

maternal age (≥ 35 years old) is often associated with higher 

risks of complications such as gestational diabetes and other 

maternal health issues. Women with shorter stature (≤ 145 cm) 

face additional risks of complications such as intrauterine 

growth restriction and difficulties during childbirth. Previous 

miscarriages increase the risk of recurrent miscarriages during 

subsequent pregnancies. 

Delivering with a breech presentation or previous delivery 

assisted with forceps/vacuum can increase the risk of difficult 

labor and potential injuries to both mother and baby. 

Conditions such as manually removing the placenta or using 

infusions/transfusions during childbirth increase the risk of 

infections and blood loss. A history of cesarean section 

surgeries can increase the risk of complications like placenta 

accreta in subsequent pregnancies. Concurrent chronic 

diseases during pregnancy, such as diabetes or heart disease, 

increase the risk of complications for both mother and baby. 

Excessive oedema and high blood pressure during pregnancy 

indicate preeclampsia, requiring strict medical monitoring. 

Twin pregnancies increase the risk of complications such as 

miscarriage, premature birth, and maternal health problems. 

Hydramnios (excessive amniotic fluid) and fetal demise 

within the uterus are critical conditions requiring immediate 

medical attention. Pregnancy beyond the estimated due date, 

breech or transverse fetal positions, and bleeding during 

pregnancy are signs of serious complications necessitating 

prompt medical intervention. Preeclampsia and eclampsia are 
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severe conditions affecting maternal blood pressure during 

pregnancy, posing dangerous complications for both mother 

and baby.  

APPENDIX B provides a comprehensive collection of 

symptomatic data crucial for identifying and evaluating 

pregnancy risks. This information aids in evidence-based 

clinical decision-making to ensure optimal maternal health 

during pregnancy and childbirth. 

3) QUALITATIVE DATA 

Qualitative data was obtained from interviews with experts 

regarding pregnancy risk symptoms beyond the Kaggle 

dataset and Poedji Rochjati Score Card statements. Here is the 

list of symptoms obtained, as seen in APPENDIX C. 

Having sexually transmitted diseases during pregnancy can 

lead to complications such as preterm birth and neonatal 

infections. Positive urine levels may indicate conditions like 

urinary tract infections, which, if untreated, can escalate to 

more severe health issues. Conversely, negative urine levels 

signify the absence of certain urinary conditions or infections 

that could affect pregnancy. A smaller upper arm 

circumference less than 23.5 cm may indicate malnutrition or 

inadequate maternal health, influencing fetal development and 

birth outcomes. Low hemoglobin (HB) levels below 8 suggest 

anemia, which poses risks of maternal fatigue, low birth 

weight, and other complications. Moderate HB levels between 

8 and 10 still indicate the risk of anemia, necessitating 

monitoring and potential intervention to prevent 

complications. HB levels around 11 are generally considered 

normal, indicating healthy oxygen transport capacity for both 

mother and baby. 

Different levels of preeclampsia severity, including low, 

moderate, and severe stages, indicate varying risks of 

hypertension and organ damage during pregnancy. Asthma or 

other respiratory issues can complicate pregnancy, requiring 

specialized care to manage symptoms and ensure maternal and 

fetal well-being. Stages of pre-eclampsia, from not 

experiencing it to mild and severe stages (including 

eclampsia), impact maternal blood pressure regulation and can 

lead to eclamptic seizures. Viral infections during pregnancy, 

such as Rubella, Toxoplasma, or Chickenpox, can affect fetal 

development and health, necessitating careful management 

and monitoring. 

HIV or other sexually transmitted infections (STIs) pose 

significant risks to both maternal health and vertical 

transmission to the fetus. Bleeding during pregnancy can 

indicate various complications, from minor issues to serious 

conditions requiring medical intervention. Oedema, or 

swelling, during pregnancy can be a sign of preeclampsia or 

other underlying health issues requiring monitoring and 

management. Previous obstetric history, including delivery 

with breech presentation, forceps/vacuum, miscarriages, 

cesarean sections, hydramnios, or twin pregnancies, 

influences current pregnancy risks, necessitating tailored care 

and monitoring. 

Managing asthma during pregnancy is crucial to prevent 

exacerbations and ensure adequate oxygen supply to both 

mother and fetus. Pre-existing maternal health conditions, 

such as anemia, malaria, tuberculosis, heart disease, and 

diabetes, can exacerbate during pregnancy, requiring 

coordinated care and management. Prolonged pregnancy 

duration beyond the normal gestational period may indicate 

post-term pregnancy, necessitating careful monitoring to 

prevent complications. 

B. KNOWLEDGE ACQUISITION 

Data processing was conducted by combining all the 

symptoms which were collected. The entire symptom data 

can be seen in detail in APPENDIX D. Starting with age, the 

categorization includes three groups: G01 represents 

pregnant women aged 16 years or younger, G02 denotes 

those aged 17-34 years, and G03 encompasses women aged 

35 years or older. This classification acknowledges the 

varying implications of age on maternal health and 

pregnancy outcomes. 

Marriage age is divided into G04 for women married before 

the age of 4 years, and G05 for those married at or after 4 years 

of age. Early marriage can impact maternal health due to 

increased physical and emotional immaturity, while later 

marriage often correlates with greater readiness for 

childbearing. The number of children a woman has previously 

borne is categorized into G06 for those without children, G07 

for women with 1-3 children, and G08 for those with 4 or more 

children. This categorization recognizes the potential 

influence of parity on maternal health, including risks 

associated with multiple pregnancies. Pregnancy spacing, 

categorized as G09 (spacing less than or equal to 2 years) and 

G10 (more than 2 years), addresses the health implications of 

short versus optimal intervals between pregnancies on 

maternal and fetal well-being. 

Physical characteristics such as height and upper arm 

circumference are categorized into G11/G12 and G13/G14 

respectively, considering their impact on nutritional status and 

overall health during pregnancy. Weight gain during 

pregnancy, categorized into G15 (7-12 kg), G16 (12-15 kg), 

and G17 (more than 15 kg), reflects variations in nutritional 

adequacy and metabolic health during gestation. Body 

temperature (G18-G20), hemoglobin levels (G21-G23), and 

blood pressure readings (G24-G29) provide crucial indicators 

of maternal physiological status during pregnancy, informing 

risk assessment and management. 

Laboratory findings, such as glucose levels (G30-G32) and 

urine protein levels (G33-G34), help screen for conditions like 

gestational diabetes and preeclampsia, respectively. Fetal 

presentation (G35-G37), maternal complications (G38-G44), 

obstetric history (G45-G50), and specific health conditions 

(G51-G55) further delineate the comprehensive profile used to 

assess pregnancy risk and guide clinical decision-making. 

Each category in APPENDIX D represents a key aspect of 

maternal health and pregnancy outcomes, integrating both 

quantitative data and clinical observations to enhance the 

accuracy of risk assessment and optimize maternal and fetal 

health outcomes. 

https://jeeemi.org/index.php/jeeemi/index


Journal of Electronics, Electromedical Engineering, and Medical Informatics 
Multidisciplinary: Rapid Review: Open Access Journal                                Vol. 6, No. 2, April 2024, pp: 382-396;  eISSN: 2656-8632 

Homepage: jeeemi.org                                                                                                                                                                                                              388               

C. KNOWLEDGE REPRESENTATION 

1) PREGNANCY RISK LEVEL DIAGNOSIS RULE BASE 

The following is the rule base visualized as a Decision Tree to 

determine the pregnancy risk diagnosis based on the 

symptoms experienced. This visualization can be seen in 

FIGURE 3. 

 

2) DEMPSTER SHAFER WEIGHTING 

At this stage, weights are assigned to each pregnancy risk 

symptom using the Dempster-Shafer method. The weight 

values are determined by the three experts by using the mode 

value. Meanwhile, for symptoms which do not have a mode 

value, validation will be conducted again with the experts, 

considering the consistency between the rules created and the 

diagnosis results from the system. Here are the results of filling 

in the weights of pregnancy risk symptoms, as shown in 

TABLE 1. 

 
TABLE 1 

Weight Values of Pregnancy Risk Symptoms 

No Symptom 
Weight 

KRR KRT KRST 

1 Age of pregnant women less than or 

equal to 16 years 

 0.7  

2 Age of pregnant women 17-34 years 0.6 0.2 0.2 

3 Age of pregnant women more than or 

equal to 35 years 

0.2 0.4 0.4 

4 Marriage age less than 4 years 0.6 0.2 0.2 

5 Marriage age more than or equal to 4 

years 

 0.6 0.2 

6 Having no children 0.4 0.4 0.2 

7 Having 1-3 children 0.2 0.2 0.2 

8 Having 4 or more children  0.8 0.2 

9 Pregnancy spacing less than or equal 

to 2 years 

 0.7 0.3 

10 Pregnancy spacing of more than 2 

years 

0.6 0.2 0.2 

11 Height less than 145 cm  0.7  

12 Height more than or equal to 145 cm 0.6   

13 Upper arm circumference less than 

23.5 cm 

 0.7 0.4 

14 Upper arm circumference more than 

or equal to 23.5 cm 

0.6   

15 Weight gain 7-12 kg 0.6 0.2 0.2 

16 Weight gain 12-15 kg  0.6 0.7 

17 Weight gain more than 15 kg  0.6 0.8 

18 Body temperature less than 36 °C 0.2 0.6 0.2 

19 Body temperature 36-37.5°C 0.6 0.2 0.2 

20 Body temperature more than 37.5°C  0.4 0.6 

21 Hemoglobin (HB) value less than 8 

grams/dL 

 0.6 0.4 

22 HB value 8-10 grams/dL  0.6 0.4 

23 HB value 11 grams/dL 0.6   

24 Systolic blood pressure less than 130 

mmHg 

0.6 0.2 0.2 

25 Systolic blood pressure 130-150 

mmHg 

0.6 0.2 0.2 

26 Systolic blood pressure more than 150 

mmHg 

 0.6 0.4 

27 Diastolic blood pressure less than 80 

mmHg 

 0.5  

28 Diastolic blood pressure 80-90 mmHg  0.4  

29 Diastolic blood pressure more than 90 

mmHg 

  0.9 

30 Glucose level less than 140 mg/dL 0.6   

31 Glucose level 140-200 mg/dL 0.6 0.4  

32 Glucose level more than 200 mg/dL  0.6 0.4 

33 Positive urine protein (+)  0.4 1 

34 Negative urine protein (-) 0.6 0.4  

35 Breech baby position  0.7 0.9 

36 Transverse baby position  0.7 0.9 

37 Normal baby position 0.6 0.2 0.2 

38 Non-pre-eclampsia 0.2 0.6 0.2 

39 Mild pre-eclampsia  0.6  

40 Severe pre-eclampsia (eclampsia)   1 

41 Experiencing intrauterine fetal death  0.6 0.4 

42 Infected with viruses (Rubella, 

Toxoplasma, Chickenpox, etc.) 

 0.4 0.6 

43 Manual placenta  0.6 0.9 

44 Experiencing HIV/STIs (Sexually 

Transmitted Infections) 

 0.7 0.9 

45 Experiencing bleeding during 

pregnancy 

 0.7 0.9 

46 Experiencing oedema  0.7 0.9 

47 History of delivery with breech 

presentation 

 0.7 0.9 

48 History of delivery with 

forceps/vacuum 

 0.7 0.9 

49 Miscarriage history  0.7  

50 Cesarean section surgery history  0.7 0.8 

51 Hydramnios  0.7  

52 Twin pregnancy  0.7 0.9 

53 Having asthma  0.8 0.7 

54 Having pregnancy-related diseases 

(anemia, malaria, TB, heart disease, 

diabetes) 

 0.7 0.8 

55 Pregnancy duration more than 9 

months 

 0.6 0.4 

D.  IMPLEMENTATION 

The implementation phase will provide a detailed explanation 

of comparing the calculation results conducted by using 

Dempster-Shafer systematically and manually then observe 

whether the diagnosis results are consistent with the decision 

tree which had been created.  Here is the implementation using 
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manual calculation in pregnant woman case with non-pre-

eclampsia symptoms, glucose levels of 140-200 mg/dL, and 

systolic blood pressure exceeding 150 mmHg.  

Symptom 38: Non-pre-eclampsia 

m1{KRR, KRT, KRST} = 0,6 

⊖  = 1-0,6 

 = 0,4 

Symptom 31: Glucose levels of 140-200 mg/dL 

m2{KRR, KRT} = 0,6 

⊖  = 1-0,6 

 = 0,4 
TABLE 2 

Combination Rule M3 

m1 

m2 

{KRR, 
KRT} 

{0,6) ⊖ (0,4) 

{KRR, KRT, 

KRST} 
(0,6) 

{KRR, 

KRT} 
(0,36) 

{KRR, 

KRT, 
KRST} 

(0,24) 

⊖ (0,4) 
{KRR, 

KRT} 
(0,24) ⊖ (0,16) 

 

With the occurrence of two symptoms that are not 

experiencing pre-eclampsia and glucose levels of 140-200 

mg/dL, the next step is calculating a new density for several 

combinations (m3). A table is used to simplify the calculation 

process by placing the formed subset into it. The first column 

refers to the first symptom (m1) while the first row refers to 

the second symptom (m2). In this way, we can find the value 

of m3 as a result of the combination between m1 and m2, 

which is then shown in TABLE 2. 

The calculated density values of the m3 combination show 

that the {KRR, KRT} combination has a higher level than the 

other symptoms, with a density of 0,6. Furthermore, when an 

additional symptom exists, namely systolic blood pressure 

exceeding 150 mmHg (m4 {KRR, KRT, KRST}), the next 

step is to calculate a new density, m5, which can be seen in 

TABLE 3. 

m4{KRT, KRST} =0,6 
TABLE 3 

Combination Rule M5 

m3 

m4 

{KRT, 

KRST} 
(0,6) ⊖ (0,4) 

{KRR, 

KRT} 
(0,6) {KRT} (0,36) 

{KRR, 

KRT} 
(0,24) 

{KRR, KRT, 

KRST} 
(0,24) 

{KRT, 

KRST} 
(0,144) 

{KRR, 

KRT, 
KRST} 

(0,096) 

⊖ (0,16) 
{KRT, 

KRST} 
(0,096) ⊖ (0,064) 

 

From the calculation results using the Dempster-Shafer 

method, the highest density value is 0.36; it can be concluded 

that the diagnosis experienced by the patient is KRT. 

Furthermore, the system implementation results of the 

patient's case can be seen in FIGURE 4 and FIGURE 5. 

 

FIGURE 4.  Patient Consultation Result Page 

 

 

FIGURE 5.  Patient Consultation Page 

 

Based on FIGURE 5, it shows that there is a consistency 

between the calculation results from the system and the 

manual calculation, which resulted in a confidence value of 

36% with the diagnosis result of KRT. Then, it can be checked 

on the Decision Tree shown in FIGURE 3; patients with the 

symptoms mentioned earlier also have a diagnosis of KRT, 

which is in line with the results presented by the system. 

E. TESTING 

The testing phase is necessary in order to evaluate the system's 

performance in providing diagnostic results regarding the 

level of pregnancy risk experienced by patients. From the 

testing process conducted on 16 patients, 15 data were 

validated correctly, and 1 data was not. Furthermore, based on 

the test results, the accuracy value can be obtained as follows 

[50]: 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
𝑇ℎ𝑒 𝑎𝑐𝑐𝑢𝑟𝑎𝑡𝑒 𝑑𝑎𝑡𝑎 𝑐𝑜𝑢𝑛𝑡

𝑇ℎ𝑒 𝑡𝑜𝑡𝑎𝑙 𝑑𝑎𝑡𝑎 𝑐𝑜𝑢𝑛𝑡
 × 100%  (1) 

Therefore, based on the testing process conducted on the 

expert system by implementing the Decision Tree and 

Dempster Shafer methods, a fairly good accuracy value of 

93.75% is obtained. 
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FIGURE 3.  Knowledge representation in a Decision Tree 
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IV. DISCUSSION 

Based on the results of the study, the expert system which has 

been developed is capable of diagnosing pregnancy risks 

effectively, with an accuracy rate reaching 93.75%. Out of a 

total of 16 test cases, only 1 test case is not correctly validated. 

The identification error occurred due to the patient's input of 

less specific symptoms so that it affects the weighting 

calculation in Dempster-Shafer overall. When the selected 

symptoms are not relevant or do not reflect important aspects 

of a particular diagnosis, the obtained results become less 

valid. 

Based on the Decision Tree in FIGURE 3, when a symptom 

shows a history of cesarean section, there are 2 symptom 

inputs from the patient outside the symptom node leading to 

the diagnosis of KRT: HB value 11 grams/dL and negative 

urine protein (-) symptom. Both of these inputs impact the 

Dempster-Shafer computation process in generating a 

diagnosis so that the expected diagnosis of KRT appeared as 

KRR. If all testing data is tested by using only the Decision 

Tree which has been created, the results obtained are 100% 

valid based on the expert's decision.  

Furthermore, compared to previous research [19], this study 

combines data collection methods from 3 sources: dataset, 

literature review, and field study. Additionally, this study 

includes a weighting process from the three experts, which 

takes the mode value. For symptoms that do not have a mode 

value, further validation will be conducted by consulting with 

the expert to ensure compatibility between the rules that have 

been created. Thus, Dempster-Shafer weighting is indirectly 

influenced by the created decision tree, making it more 

effective. 

This is an innovation since, in previous studies, the 

weighting in Dempster-Shafer was purely derived from 

experts. For instance, in [27], the expert system developed 

relied solely on expert opinions for assigning weights to the 

evidence. Similarly, in [28], the system's diagnosis process 

was based entirely on the expertise of plant pathologists. In 

another study [31], the expert system to identify malaria types 

also relied exclusively on doctors for its weighting 

mechanism. In contrast, the current study advances the 

methodology by integrating diverse data sources and 

employing a robust validation process. This comprehensive 

approach enhances the effectiveness and reliability of the 

system. Furthermore, in this study, the system implementation 

is limited to Community Health Centers, with the system 

being utilized solely as an adjunct while examinations remain 

the responsibility of midwives. 

Comparison with related studies underscores the system's 

advancements and limitations. While achieving high accuracy, 

weaknesses persist, primarily in symptom variability and 

expert validation protocols. Addressing these limitations is 

crucial for enhancing diagnostic precision. Moreover, 

implications of this study are significant. It underscores the 

potential for further research into refining Dempster-Shafer 

and Decision Tree methodologies across various medical 

contexts. Additionally, there is an opportunity to explore 

alternative expert system approaches to align outputs more 

closely with clinical decisions. 

Furthermore, this study opens avenues for future research 

to explore and refine the Dempster-Shafer method and 

Decision Trees in broader applications. It also encourages the 

development of expert systems that can accurately mirror 

expert decisions in diagnostic settings. This research 

contributes to advancing both theoretical understanding and 

practical applications in maternal health diagnostics. 

 
V. CONCLUSION 

Based on the results of the study, it can be concluded that an 

expert system for pregnancy risk diagnosis by using Decision 

Tree and Dempster Shafer methods has been successfully 

implemented with an accuracy rate of 93.75%. This value is 

obtained from testing 16 test cases, where 15 are correctly 

verified, while 1 is not verified correctly. It shows that the 

expert system is not yet working perfectly, but it can be 

recommended for conducting pregnancy risk diagnosis well, 

considering the high generated accuracy value. 

Furthermore, this study opens up opportunities for further 

research in order to continue exploring the Dempster-Shafer 

method and Decision Trees in other cases. In addition, there 

are opportunities to further develop other expert system 

methods so that the system outputs accurately reflect experts’ 

decisions. It is expected that there will be the development of 

expert systems based on Android/iOS platforms for easier and 

broader access for users and enable integration with additional 

features which can enhance the effectiveness and accessibility 

of healthcare services. 
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APPENDIX 

 
APPENDIX I 

Symptom Data from Dataset 

No Column Symptom 

1 Age 

Age of pregnant women less than or equal to 16 

years 

Age of pregnant women 17-34 years 

Age of pregnant women more than or equal to 35 

years 

2 BodyTemp 

Body temperature less than 36.0 degrees Celsius 

Body temperature 36.0-37.5 degrees Celsius 

Body temperature greater than or equal to 37.5 

degrees Celsius 

3 BS 

Blood glucose level less than 140 mg/dL 

Blood glucose level 140 - 200 mg/dL 

Blood glucose level greater than 200 mg/dL 

4 
 

DiastolicBP 

Diastolic blood pressure less than 80 mmHg 

Diastolic blood pressure 80-90 mmHg 

Diastolic blood pressure greater than 90 mmHg 

5 
 

SistolicBP 

Systolic blood pressure less than 130 mmHg 

Systolic blood pressure 130-150 mmHg 

Systolic blood pressure greater than 150 mmHg 

 
APPENDIX II 

Symptom Data from KSPR 

No Symptom 

1 Too young to get pregnant (≤ 16 years old) 

2 

Marry at the late age, where the duration of marriage has been 

≥ 4 years 

3 Too old for first pregnancy (≥ 35 years old) 

4 Pregnancy spacing ≤ 2 years 

5 Having ≥ 4 children 

6 Too old to get pregnant (≥ 35 years old) 

7 Short stature (≤ 145 cm) 

8 Miscarriage History 

9 Delivery with a breech presentation 

10 Previous delivery with forceps/vacuum 

11 Manual placenta, infusion/transfusion 

12 Cesarean section surgery history 

13 

Diseases during pregnancy (anemia, malaria, TB, heart 

disease, diabetes, PMS) 

14 
Oedema during pregnancy (face and legs) and high blood 
pressure 

15 Twin pregnancy 

16 Hydramnios 

17 Fatal intrauterine death 

18 Overdue date or overdue pregnancy 
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19 Breech position 

20 Transverse position 

21 Bleeding during pregnancy 

22 Preeclampsia/eclampsia 

 
APPENDIX III 

Qualitative Data 

No Symptom 

1 Having sexually transmitted diseases 

2 Positive urine levels 

3 Negative urine levels 

4 Upper arm circumference less than 23.5 cm 

5 Hemoglobin (HB) value below 8 

6 HB value between 8 and 10 

7 HB value 11 

8 Low preeclampsia 

9 Moderate preeclampsia 

10 Severe preeclampsia 

11 Having asthma/breathing difficulties 

12 
Not experiencing pre-eclampsia 

13 
Mild pre-eclampsia 

14 
Severe pre-eclampsia (eclampsia) 

15 
Infected with viruses (Rubella, Toxoplasma, Chickenpox, etc.) 

16 
Contracting HIV/STIs (Sexually Transmitted Infections) 

17 
Experiencing bleeding during pregnancy 

18 
Experiencing oedema 

19 
History of delivery with breech presentation 

20 
History of delivery with forceps/vacuum 

21 
Miscarriage History 

22 
Cesarean section surgery History 

23 
Hydramnios 

24 
Twin pregnancy 

25 
Having asthma 

26 
Having pregnancy-related diseases (anemia, malaria, TB, heart 
disease, diabetes) 

27 
Pregnancy duration of more than 9 months 

 
APPENDIX IV 

Combination of Data 

Code Symptom 

G01 Age of pregnant women less than or equal to 16 years 

G02 Age of pregnant women 17-34 years 

G03 Age of pregnant women more than or equal to 35 years 

G04 Marriage age less than 4 years 

G05 Marriage age more than or equal to 4 years 

G06 Having no children 

G07 Having 1-3 children 

G08 Having 4 or more children 

G09 Pregnancy spacing less than or equal to 2 years 

G10 Pregnancy spacing of more than 2 years 

G11 Height less than 145 cm 

G12 Height more than or equal to 145 cm 

G13 Upper arm circumference less than 23.5 cm 

G14 Upper arm circumference more than or equal to 23.5 cm 

G15 Weight gain 7-12 kg 

G16 Weight gain 12-15 kg 

G17 Weight gain of more than 15 kg 

G18 Body temperature less than 36 °C 

G19 Body temperature 36-37.5°C 

G20 Body temperature more than 37.5°C 

G21 Hemoglobin (HB) value less than 8 grams/dL 

G22 HB value 8-10 grams/dL 

G23 HB value 11 grams/dL 

G24 Systolic blood pressure less than 130 mmHg 

G25 Systolic blood pressure 130-150 mmHg 

G26 Systolic blood pressure more than 150 mmHg 

G27 Diastolic blood pressure less than 80 mmHg 

G28 Diastolic blood pressure 80-90 mmHg 

G29 Diastolic blood pressure more than 90 mmHg 

G30 Glucose level less than 140 mg/dL 

G31 Glucose level 140-200 mg/dL 

G32 Glucose level more than 200 mg/dL 

G33 Positive urine protein (+) 

G34 Negative urine protein (-) 

G35 Breech baby position 

G36 Transverse baby position 

G37 Normal baby position 

G38 Not experiencing pre-eclampsia 

G39 Mild pre-eclampsia 

G40 Severe pre-eclampsia (eclampsia) 

G41 Experiencing intrauterine fetal death 

G42 Infected with viruses (Rubella, Toxoplasma, Chickenpox, etc.) 

G43 Manual placenta 

G44 Experiencing HIV/STIs (Sexually Transmitted Infections) 

G45 Experiencing bleeding during pregnancy 

G46 Experiencing oedema 

G47 History of delivery with breech presentation 

G48 History of delivery with forceps/vacuum 

G49 Miscarriage history 

G50 Cesarean section surgery history 

G51 Hydramnios 

G52 Twin pregnancy 

G53 Having asthma 

G54 Having pregnancy-related diseases (anemia, malaria, TB, 

heart disease, diabetes) 

G55 Pregnancy duration more than 9 months 
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