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ABSTRACT The nuclei and cytoplasm can be detected through Pap smear images. To help women avoid cervical cancer, early 

detection of nuclei abnormalities can be known through image segmentation. U-Net CNN is known as an architecture 

commonly used for segmentation. U-Net CNN needs a large amount of data for training. The amount of pap smear images is 

limited. A small amount of data can cause overfitting and reduce the performance of U-Net. This study combines augmentation 

and segmentation, the augmentation in this study combines geometric transformation with flipping and rotation, and pixel-

wise transform with Gamma Correction. The augmentation aims to generate new images that are more numerous and varied. 

The result of the proposed method is a pap smear image which only consists of two parts, the background and nuclei as the 

foreground. The performance evaluation of the combination of the augmentation method and U-Net CNN is accuracy, 

sensitivity, specificity, and F1 score. The application of augmentation using Flipping, rotation, and Gamma Correction can 

increase 10 times the amount of Pap Smear image data. The average results of accuracy, sensitivity, specificity, and F1 score 

of U-Net on augmented data are 93.75%. These results show that the combination of augmentation and U-Net CNN is excellent 

and robust at detecting nuclei in pap smear images. The proposed method can be developed to segment other cells such as 

cytoplasm and can be as a component for building an automatic cervical cancer detection. 

INDEX TERMS Augmentation, Cervical Cancer, Images, Nuclei, Pap Smear, Segmentation 

I. INTRODUCTION 

Cervical cancer is the fourth most common type of cancer in 

women and is also one the most lethal. Cervical cancer is the 

second most common type of cancer in Indonesia, after breast 

cancer. In Indonesia, the incidence of new cases of cervical 

cancer in women is approximately 36,663 cases, with a 

mortality rate of 21,003 cases[1]. Early Cervical cancer 

detection can help prevent or delay the progression of cervical 

abnormalities to invasive cancer[2]. Cervical cancer can be 

detected earlier through Pap smear image screening. The Pap 

smear image is an image of the result of an examination used 

to detect cervical cancer in women. However, cancer 

screening on Pap smear images is hampered significantly by 

insufficient cell staining and overlapping cell images [3]. 

Manual segmentation of pap smear images is usually carried 

out by an expert. However, expert segmentation is not very 

precise, is prone to differences in observations between 

experts, takes time due to various series of examinations, and 

is prone to errors due to human negligence such as fatigue[4]. 

It requires image segmentation software to assist medical 

practitioners in overcoming these obstacles. Segmentation is a 

technique for separating the object area from the background 

area of an image so that the object can be easily analyzed. 

Segmentation in cervical cancer is accomplished through the 

analysis of cervical cell datasets[5]. According to [6], nuclei 

segmentation outperforms cytoplasmic segmentation. The 

nuclei are the most critical feature in Pap smear image 

segmentation [7]. 

Numerous methods have been extensively used to segment 

Pap smear images, including [8], who used the Global and 

Local Graph Cuts method with sensitivity and F1-score values 

of 87% and 89%, respectively. However, this study did not 
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account for the performance of the other. [9] obtained an 

accuracy of 89.6%, specificity of 89.41%, sensitivity of 93%, 

and F1-scores of 72.1%, respectively, using the ENN-TLBO 

method. The sensitivity value in this study was still less than 

70%, at 67%. [10] determined a sensitivity of 89.13% and a 

specificity of 89.31% using the Gaussian Mixture method. 

Other performance measures were not calculated in this study. 

[11][11] compared three methods for segmenting Pap smear 

images: global thresholding, Fuzzy C-means, and watershed 

segmentation. Their results indicated that the average 

accuracy was quite good at 79.3% and the average specificity 

was 82.3%. However, the average sensitivity value was less 

than 70%, at 65.3%. At the moment, deep learning methods 

have demonstrated superior performance in a variety of 

pattern recognition and imaging applications.[12] 

Convolutional Neural Network (CNN) is a widely used 

method for image segmentation and image classification in 

deep learning[13]. According to [14][14] CNN method in deep 

learning in biomedical images, segmentation had problems 

that are influenced by kernel size, if the kernel size was getting 

smaller, then the accuracy value was getting better. However, 

this will have an impact on the completion of such a long 

segmentation. In this study, the U-Net CNN method was able 

to work at the pixel level by utilizing the ReLU activation 

function to improve accuracy value and shorter completion 

time. The advantages of using U-Net architecture include U-

Net being developed for segmenting medical images and 

extracting features that exist in the image. U-Net CNN 

produces excellent results in medical image segmentation 

because it trains on a large number of images and the objects 

it produces are more defined[15]. Otherwise, the overfitting 

can happen during training due to the small amount of 

data.[16].  

Due to the large data requirement of U-Net CNN, it needs a 

technique to increase the amount of data. One of the 

techniques that can be applied is the augmentation technique. 

Augmentation is a technique to increase the number of data by 

applying some transformations to the existing data[17], [18]. 

The various transformations of augmentation that can be 

applied are geometric and pixel-wise transformations [19]. 

Flipping and rotation is a geometric transformation that can be 

applied to change the position of an image in several ways 

such as vertical and horizontal flipping or rotation by certain 

degrees. Flipping and rotation are easy to apply to get new 

images. [20] applied horizontal vertical flipping augmentation 

and rotation left and right to cervical cancer segmentation 

using the Inception Resnet architecture. Unfortunately, the 

curation and sensitivity obtained were only 81%. [21] applied 

rotation augmentation for nuclei segmentation with the R-

CNN architecture but the sensitivity was only 72.5%. The use 

of augmentation with geometric transformation methods such 

as flipping and rotation is easy to do but has several 

disadvantages. Flipping has the limitation of changing 

geometry only based on horizontal and vertical positions. 

Rotation has a weakness, namely that if done carelessly it can 

cause the inclusion of other features that are not needed in the 

segmentation or classification process [22]. Another 

augmentation method is pixel-wise. Pixel-wise is a method of 

generating image variations by changing the pixel intensity, 

both contrast and noise, in the original image. One method is 

Gamma Correction [19]. Gamma correction is the process of 

adjusting and controlling image contrast brightness to correct 

images that are too dark or too bright. [23] applied Gamma 

Correction to increase data on Respiratory classification and 

was able to increase sensitivity by 11.8%.  [22] combines 

rotation and gamma correction for data augmentation in soil 

classification and can provide excellent average accuracy, 

sensitivity, and specificity performance of 94%. 

Detection of cervical cancer on Pap smear images can be 

done by detecting abnormalities in the cytoplasm or nuclei 

abnormalities.[24]. U-Net CNN has been used for semantic 

segmentation of the nuclei and cytoplasm on Pap smear 

images, but unfortunately, the accuracy and sensitivity results 

obtained were still below 78%. [25]. [26] also conducted a 

study using the Multi-scale U-Net method of semantic 

segmentation of the nuclei and cytoplasm on Pap smear 

images and obtained sensitivity and F1-score below 90%, 

unfortunately, this study did not calculate accuracy and 

specificity. [27] combined U-Net with flipping, rotation, and 

Gaussian blur augmentation techniques for nuclei and 

cytoplasm segmentation but the sensitivity was only 89%. [28] 

applies U-Net CNN to segment nuclei and cytoplasm in pap 

smear images with 98% accuracy but it does not measure other 

performance. The nuclei are the most important element of the 

Pap smear image cell nuclei[29]. The presence of cytoplasm 

region was difficult to detect causing the performance of the 

learning model to decrease[30]. Previous studies have tried to 

perform semantic segmentation to get the cytoplasm and 

nuclei on Pap smear images but previous studies do not 

involve an augmentation process in the preprocessing.  

This study proposes a nuclei segmentation method in pap 

smear images by combining augmentation and U-Net CNN. 

Augmentation techniques are applied to overcome the 

problem of limited data for U-Net because U-Net has a deep 

network that requires a lot of data in the training process. The 

augmentation techniques used are flipping, rotation, and 

Gamma Correction so the resulting images are more varied. 

To overcome this problem, in flipping vertical and horizontal 

flipping is used, and in rotation, random degrees are limited 

to 00-200. This degree is limited so the new image does not 

lose its original characteristics and also avoids introducing 

new features to the image. Another augmentation method is 

Gamma correction. Gamma correction is applied to obtain 

new images that are more varied by changing the brightness 

intensity of the image due to the limited augmentation results 

from flipping and rotation. This study focuses on nuclei 

segmentation in pap smear images so that the segmented 

image will consist of two features, namely foreground and 

background. The foreground is the nuclei and the 

background is features that are not included in the 

observation or features other than the nuclei. Segmentation 

is carried out by applying U-Net CNN after the augmentation 

technique is applied. To measure the success of the proposed 

method, this study compares the performance results of 

accuracy, sensitivity, specificity, and F1 score on 

segmentation results using U-Net CNN from a dataset that 

has not been augmented with segmentation performance 

results from a dataset that has involved augmentation. 
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II. MATERIALS AND METHODS 
A. SOURCE DATA 

This study uses available secondary data, collected and 

acquired by the University of Campinas, Brazil. This data set 

was also approved by CEP, Human Research Ethics 

Committee, Brazil. The Zenoda data were collected on six 

women selected on condition that they were not pre-

menopausal, not pregnant, and aged between 25 and 40 

years. This dataset provides 184 images of cervical cells 

from six non-premenopausal, non-pregnant women aged 

between 25 and 40 years. Each image is 80 pixels wide and 

80 pixels high. The following example of a cervical cell 

nucleus image from the dataset can be seen in FIGURE 1. 

The number of images available in this dataset is very 

limited, only 184 images, so it needs to be augmented to be 

able to use it for segmentation using the U-Net CNN 

architecture. 

 

FIGURE 1.  Six od Sample Original Image Cervical Cancer Nuclei on Pap Smear Image of Zenodo Dataset 

 
B. AUGMENTATION 

In this study, it is to meet the training data needs of the U-

Net CNN, data augmentation was carried out on the input 

image by transforming the image using flipping, rotation, 

and Gamma Correction. The flipping techniques used are 

horizontal and vertical flips. The rotation technique is carried 

out by selecting degrees randomly between 0-20 degrees. 

Limiting the degree of rotation is to prevent the introduction 

of unnecessary new features in the image. Gamma correction 

is carried out by taking a random gamma value for each 

enlarged image to produce a more diverse image. Rotation 

and Gamma Correction were carried out 4 times for each 

image. The total data before augmentation was 184 images, 

but after augmentation, the amount of data was 1840 pap 

smear images. Equation (1) can be used to calculate the 

resulting image value after applying gamma correction [31]. 

𝐺𝑖,𝑗 = 255 (
ℎ𝑖𝑗

255
)

𝛾

                               (1)  

where 𝐺𝑖,𝑗  is the result of the gamma correction image at the 

(i,j)th pixel, 𝛾 is the gamma correction value, and ℎ𝑖,𝑗 is the 

input image value at the (i,j)th pixel location.   

Rotation and Gamma Correction were carried out 4 times 

for each image. The total data before augmentation was 184 

images, but after augmentation, the amount of data was 1840 

pap smear images. The illustration of data augmentation in 

this study can be seen in FIGURE 2. 

 
C. U-NET CNN ARCHITECTURE 

U-Net is a CNN architecture used in the medical world for 

image segmentation. U-Net was made up of an encoded line 

(left side) and a decoding line (right side). The encode path 

is used to preserve the image's context. To ensure proper 

localization, the decode path is used and the two paths are 

concatenated to create the letter U [32]. 

FIGURE 3 shows the U-Net CNN structure, where the 

light blue part presents the convolution layer with a kernel 

size 3 × 3 and the dark blue arrow presents batch 

normalization and ReLU. After that, a max-pooling 2 × 2 

process is carried out to reduce the size of the convolution 

layer, then a transposed convolution 2 × 2 process is carried 

out to extract the image features along with merging two 

convolution layers, namely, concatenate until it reaches the 

original image size. Once it reaches its original size, it is 

convoluted with a 1 × 1 kernel. The U-Net CNN uses an 

encode-decode structure. As shown in Figure 3, the encode 

path on the left is used to get information from the image 

context by reducing the image size, while the decoding path 

on the right is used to get objects accurately in the 

segmentation process. The two paths on U-Net CNN are 

connected using a concatenate operation. The operations 

involved in the U-Net CNN layer are as follows:  
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FIGURE 2. Data augmentation using rotation, flipping, and correction

 

FIGURE 3. U-Net CNN Architecture Model 

 

1) CONVOLUTION 

The U-Net training process will pass through the convolution 

blocks, each of which consists of a convolution layer with a 

3 × 3 kernel size, ReLU, and max pooling, and ends by 

passing a dropout layer on the third convolution block. The 

convolution layer can be processed using Equation 2 [32]. 

𝐺𝑞
𝑝

= (𝐷𝑝 ∗ 𝑘𝑞) + 𝑏𝑞 ,                                      (2) 

where * is a convolution operation. To calculate the results of 

each entry matrix 𝐷𝑝 ∗ 𝐾𝑞  can be obtained using Equation (3). 

𝑔𝑖,𝑗 = (∑ ∑(𝑑𝑢+𝑖,𝑣+𝑗 × 𝑘+1,𝑗+1)

𝑛−1

𝑣=0

𝑛−1

𝑢=0

) + 𝑏𝑞 ,          (3) 

2) BATCH NORMALIZATION 

Each layer in CNN architecture is dependent on the previous 

layers so large fluctuations in mean and input variance in the 

previous layers result in significant changes in parameters in 

the following layer. This issue can be addressed by utilizing 

batch normalization. Calculating batch normalization 

required the average (𝝁) and variance (𝝈𝟐), both of which 

are defined in the following Equation (4) and (5)[33]. 

𝑬[𝑮] = 𝝁𝒋 =
𝟏

𝒎
∑ 𝒈𝒊𝒋

𝒎
𝒊=𝟏                        (4) 

𝒗𝒂𝒓(𝑮) = 𝝈𝒋
𝟐 =

𝟏

𝒎
∑ (𝒈𝒊𝒋 − 𝝁𝒋)

𝟐𝒎
𝒊=𝟏              (5) 

Where 𝐺 is feature map's output matrix, 𝑖 is row matrix, 𝑗 is 

column matrix, 𝑛 is number of mini-batch samples, 𝑚 is 

number pixels in a single mini-batch, and 𝑔𝑖𝑗 is the matrix's 

pixel value. For normalization, it is used Equation (6). 

�̂� =
𝑔𝑖𝑗−𝜇𝑗

√𝜎𝑗
2+𝜀

,                               (6) 

𝜎𝑗  is added to the denominator for numerical stability and is 

typically a small constant of the order 10-8 (do not divide by 

zero if 𝜎𝑗 = 0). 

3) ACTIVATION FUNCTION 

This activation function operates by accepting a value and 

performing a mathematical operation on it. The ReLU 
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Equation can be written mathematically as Equation (7)[34]. 

The sigmoid function converted the input value feature map 

to a value between 0 and 1. Equation (8) is defined as a 

sigmoid function[35] where 𝑥 is feature map's pixel value 

and 𝑅(x) is ReLU activation function to the pixel value 𝑥. 

𝑹(𝑮) = 𝒎𝒂𝒙(𝒈, 𝟎)                           (7) 

𝝈(𝒙) =
𝟏

𝟏+𝒆−𝒈                              (8) 

4) MAX-POOLING 

Max pooling takes the maximum pixel value in the pooling 

region and ignores all other values, making it the pooling 

region's output. Max-pooling is defined mathematically as 

Equation (9) [36]. Where 𝑦 is output pooling area, 𝑖 is row 

index pooling area, 𝑗 is column index pooling area, 𝑣 is row 

index feature map after pooling, 𝑤 is column index feature 

map after pooling. 

𝒚𝒗𝒘 = 𝒎𝒂𝒙 (𝒈𝒊𝒋)                            (9) 

 
5) TRANSPOSED CONVOLUTION 

The transposed convolution operation generates an up 

sampling feature map output by randomizing several feature 

maps obtained by applying multiple convolution operations 

to the feature map input. Equations (10) and (11) illustrate 

transposed convolution operation[37]: 

𝑭𝒏 = 𝑨𝒊𝒋 ⊛ 𝒌                         (10) 

𝑭𝒐𝒖𝒕 = 𝑭𝟏⨁𝑭𝟐⨁ . . . ⨁𝑭𝒏                 (11) 

where ⊛ is convolution operation, ⨁ is periodic 

randomization and combination, 𝑖 is row,  𝑗 is column, 𝐹 is 

an intermediate feature map generated, 𝑛 is number pixels, 

𝐴𝑖𝑗 is pixel value feature maps, 𝑘 is a kernel, and 𝐹𝑜𝑢𝑡 is 

output transposed convolution. 

 
6) CONCATENATE LAYER 

Concatenate layer is a technique for combining two CNN 

layers into a single. In this study, a low-layer feature map is 

the result of convolution performed before pooling in the 

encoding section. A high-layer feature map layer is the result 

of the decoding section's transposed convolution[38]. In this 

study, the low-layer feature map is a ReLu layer and the 

high-layer feature map is a transpose convolution layer 

where each color is a feature map matrix that is combined 

using concatenate as illustrated in FIGURE 3. In FIGURE 4, 

it can be seen that the dimensions of the low-layer feature 

map and the high-layer feature map had the same height (ℎ) 

and width (𝑤) with each number of low-layer matrices. The 

dimension size (channel) of the feature map layer (𝑐1) and 

high-layer feature map (𝑐2) are the same so that the 

concatenated results of the two layers produce feature maps 

concat dimensions, namely ℎ × 𝑤 × (𝑐1 + 𝑐2). 

 
FIGURE 4. Illustration transposed convolution with 2×2 kernel matrix 

 
7) TRAINING STAGE 

At this stage, the goal is to train the data to recognize image 

features and patterns using the U-Net architectural model. In 

this study, the total input image is 1840 data. The data will 

be divided into 3 groups, namely 1208 images for training 

data, 294 for validation data, and 368 images for testing data. 

The testing data is used in the testing stage. A binary loss 

function is used to determine the magnitude of the error or 

loss to assess the model's performance in the training stage. 

Binary cross-entropy is defined in Equation (12)[39]. Where, 

𝒏 is the number of pixels, 𝒊 is the pixel row, 𝒋 is the pixel 

column, 𝒕𝒊𝒋 is the ground-truth, and 𝒐𝒊𝒋 is a predicted pixel.  

𝑳 = −
𝟏

𝒏𝟐 [∑ ∑ (𝒕𝒊𝒋 𝒍𝒐𝒈(𝒐𝒊𝒋) + (𝟏 − 𝒕𝒊𝒋) 𝒍𝒐𝒈(𝟏 − 𝒐𝒊𝒋))𝒏
𝒋=𝟏

𝒏
𝒊=𝟏 ] 

(12) 

8) TESTING STAGE 

The learning weights generated by the model at the training 

stage were implemented on 346 separate testing data. The data 

is to be segmented using the best weights in the training stage. 

The result of the application of these weights is a binary image 

containing two features, namely nuclei and background. The 

result images should be compared to ground truth to evaluate 

the performances of U-Net CNN. The performances are 

accuracy, sensitivity, specificity, and F1-score. 
 

9) EVALUATION 

Evaluation is used to measure the results segmentation of 

nuclei cells and ground truth the entire cell to evaluate 

segmentation. Performance measures that are commonly used 

to measure a segmentation model are sensitivity, specificity, 

and accuracy[40]. Specificity and sensitivity refer to the 

algorithm's ability to distinguish between segmented and non-

segmented areas. Accuracy is a metric that indicates how 

closely predicted[39]. In addition, another commonly used 

model performance measure is the F1-score. F1-score is a 

weighted average specificity and sensitivity measurement.[41] 

These performance measures are based on a confusion matrix. 

The confusion matrix consists of TP (True Positive), FP False 

Positive), TN (True Negative), and FN (False Negative)[42]. 

All the steps carried out in the proposed method can be seen 
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as a flowchart in Fig. 4. This study evaluates the performance 

including accuracy (ACC), sensitivity (SN), specificity (SP), 

and F1-score (F1). These performances are defined in 

Equations (13), (14), (15), (16) [25]. 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁
× 100%     (13) 

𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
× 100%                          (14) 

𝑆𝑝𝑒𝑠𝑖𝑡𝑖𝑓𝑖𝑡𝑦 =
𝑇𝑁

𝑇𝑁 + 𝐹𝑃  
× 100%                        (15) 

                   𝐹1 − 𝑆𝑐𝑜𝑟𝑒 =
2𝑇𝑃

2𝑇𝑃 + 𝐹𝑃 + 𝐹𝑁
× 100%                (16) 

III. RESULT 

A. IMPLEMENTATION OF DATA AUGMENTATION ON 
IMAGE INPUT 

Cervical cell images from the Pap smear dataset with a total of 

184 images are used as image input, and after augmenting the 

data using rotation transformation, vertical flip, and horizontal 

flip. The total data is 2160 images. Some examples of 

augmented images can be seen in TABLE 1.

 

 FIGURE 5. Research flowchart for segmentation of cervical cancer nuclei 

TABLE 1 
Augmentation of cervical cell image on pap smear dataset  

No File Name 
Rotation 

𝟓° 
Rotation 

𝟏𝟓° 

Rotation 

25° 

GammaC 

0.6 

Gamma C 

1.4 

Flip  

Vertical 

Flip  

Horizontal 

1. 45_CAP091868 

     

  

2. 56_CAP091868 

    
 

  

3. 65_CAP091868 

    
 

  

 
B. IMPLEMENTATION OF U-NET ARCHITECTURE-BASED  
CNN MODEL 

U-Net CNN was applied to Zenoda's original pap smear 

dataset and a new dataset which was the result of applying 

flipping, rotation, and Gamma Correction augmentation to 

pap smear images. For training on U-Net CNN, 100 epochs 

with 4 batch sizes in each epoch are taken for training. The 

resulting weights for each epoch are directly applied to the 

validation data to measure model performance in the training 

stage. To measure the error at each epoch, binary cross 

entropy is used. FIGURE 6 contains precision and recall 

graphs on the original dataset (a) and the new dataset (b). The 

blue line in the graph depicts the results on the training data 

and the yellow line represents the results on the validation 

data. The precision graphs on the training data and validation 

data have a large gap even though both graphs continue to 
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increase until the 100th epoch. However, a gap that is too 

large indicates overfitting in U-Net during training. 

Overfitting is a condition where a model or architecture is 

good at recognizing patterns in training data but is unable to 

work well in recognizing patterns in data that has never been 

trained by a U-Net CNN. The recall results in Figure 6a show 

that the recall patterns in the training data and testing data 

have no gaps and have the same pattern. Unfortunately, at 

the 20th epoch, the recall results continued to decline until 

the 100th epoch. the precision results of the graph in Figure 

6b on the training data and validation data for the new dataset 

have almost the same pattern and reach a good fit condition 

until the 100th epoch. Fig. 6b shows the recall results have a 

close pattern at the 20th epoch. and reached a good fit 

condition up to the 100th epoch. The good fit condition 

shows that the model works excellently to recognize patterns 

in the testing data or data that has never been used. The recall 

graph in Figure 6b experiences an increase from epoch 4 and 

is stable until epoch 100.  

FIGURE 7 shows the loss and accuracy results of the U-

Net CNN on the original data (FIGURE 7a) and the loss and 

accuracy results on the new dataset (FIGURE 7b). FIGURE 

7 shows the loss and accuracy results of the U-Net CNN for 

the original data (FIGURE 7a) and the loss and accuracy 

results on the new dataset (FIGURE 7b). The line graph in 

blue shows the loss and accuracy results of the training data, 

while the line graph in yellow shows the loss and accuracy 

results of the validation data. In FIGURE 7a, it is seen that 

the loss in the training and validation data from the original 

dataset experienced a large gap at the 20th epoch. The 

accuracy results in FIGURE 7a on the training data and 

validation data also show a large gap between the accuracy 

of the training data and the accuracy of the data. testing. The 

loss and accuracy results of U-Net on the original dataset 

show that U-Net's performance is still poor because it has 

overfitting.  

FIGURE 7b shows the loss and accuracy results of U-Net 

training on the dataset with augmentation (new dataset). The 

loss and accuracy graphs show the same pattern for both 

training data and testing data. The loss in FIGURE 7b 

decreased significantly at the 20th epoch and continued to 

decrease until the 100th epoch. The graph in FIGURE 7b 

shows that accuracy in the training data and validation data 

increased at the 20th epoch and continued to increase until 

the 100th epoch. The results of this graph show that U-Net 

has very good performance and does not experience 

overfitting when training on datasets that have undergone 

augmentation. The loss and accuracy graph in FIGURE 7b is 

in a good fit condition, namely that U-Net can recognize or 

predict patterns both in data that has been trained and data 

that has never been encountered before. The results show that 

the combination of augmentation techniques and U-Net 

CNN works excellent in nuclei segmentation of pap smear 

images. It means the proposed method can recognize nuclei 

in the pap smear image, even though the image has never 

been used in the training stage. The result of the training is 

the best weights from the training data. The best weights are 

applied but testing data with different data from training data. 

 
FIGURE 6. Graphs Model of recall and precision for training data and validation data (a) Before augmentation (b) After augmentation 
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FIGURE 7. Graphs of loss and accuracy for training data and validation (a) Before augmentation (b) After augmentation  

 

C. TESTING DATA 

The data is tested at this stage using images that had not been 

studied by training data. The model weight values are used 

in the data testing process. The process's result is the binary 

segmentation of nuclei images. TABLE 2 shows the results 

of the data testing process for five examples of the 368 

images original images, ground truth, and binary 

segmentation results. The results of the binary segmentation 

result obtained are True Positive (TP) of 281,282, indicating 

that the number of nuclei pixels from segmentation ground 

truth detected correctly is 281,282. False Positive (FP) is 

45,360. It indicated that the number of pixels segmented 

against ground truth is not correctly detected at 45,360. 

Furthermore, a False Negative (FN) of 32,087, indicates that 

the number of non-nuclei pixels generated by segmentation 

on ground truth is not correctly detected at 32,087. True 

Negative (TN) is 1,055,671. It indicated that the number of 

non-nuclei pixels segmented against ground truth is correctly 

detected at 1,055,671. To determine a good threshold for the 

model, it used ROC (Receiver Operating Characteristics) 

parameters on segmentation results TPR (True Positive Rate) 

and FPR (False Positive Rate). The graph below depicts the 

relationship between TPR and FPR. FIGURE 8 is based on 

the ROC results obtained during the testing process. 

FIGURE 8 shows the ROC results on the original dataset 

(8a) and ROC on the new dataset (8b). FIGURE 8 shows the 

calculation of the area under the blue line on the ROC graph 

with the Area Under Curve (AUC). The AUC for the original 

data set was 0.9439. AUC on the new dataset was able to 

increase the AUC results by 0.9847. These AUC results 

show that Combining augmentation and U-Net can 

effectively differentiate positive (core) and negative 

(background) classes. Based on the AUC results, the 

threshold value of the architectural model, which is greater 

than 0.9, indicated that the quality of the proposed method is 

excellent for segmenting the nuclei in pap smear images. 

 
4. DISCUSSION 

The accuracy (ACC), sensitivity (SS), specificity (SP), and 

F1-score (F1) of the model are determined by the results of 

cervical cancer nuclei segmentation. To determine the 

model's success rate, compare the performance results 

obtained with previous studies with different datasets, as 

shown in TABLE 3. TABLE 3 is used to see the performance 

of U-Net combined with augmentation in performing nuclei 

segmentation in pap smear images.  
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TABLE 2 
The example of the binary segmentation results and ground truth on test data on new pap smear images dataset 

 

No 
File  

Name 

Original  

Image 

Ground  

Truth 

Segmentation 

Results 

1 439_CAP091868 

   

2 32_CAP091868 

 

  

3 564_CAP091868 

   

4 369_CAP091868 

   

5 421_CAP091868 

   

 

 
FIGURE 8. Graph the ROC curve segmentation results on test data of nuclei segmentation a) Before augmentation b) After augmentation 

 

TABLE 3 is a comparison of the results of the performance 

evaluation of the augmentation and U-Net with several other 

studies. In Table 3 several studies focus on the segmentation 

of the nuclei on pap smear images but with different datasets. 

Based on Table 3, the results of the accuracy, sensitivity, and 

F1-score of combination of augmentation and U-Net CNN 

are higher than the methods in other studies with results 

above 90%. These results indicate that the combination of 

augmentation and U-Net has excellent performance in nuclei 

segmentation on pap smear images. The specificity obtained 

for the proposed method is lower than [43]. However, it does 

not mean that the proposed method has poor performance 

because specificity indicates the method's ability to separate 

features that are not needed in the image (background), while 

sensitivity is used to measure the performance of the method 

in obtaining nuclei features (foreground). The sensitivity in 

this study was much higher than the specificity. It means that 

the combination of augmentation and U-Net CNN has a more 

accurate ability to obtain the required nuclei features on pap 

smear images. 

To see the effect of the augmentation techniques used 

on the U-Net CNN, the augmented dataset will be applied in 

several segmentation models. The results of applying several 

methods to the new dataset were compared with the results 

of U-Net CNN to see the success of U-Net CNN in 

segmenting nuclei in Pap Smear images. The comparison 

results can be seen in TABLE 4. 
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TABLE 3 
Comparison of the methods used with other research methods 

Method Data Set 
ACC 

(%) 

SN 

(%) 

SP 

(%) 

F1 

(%) 

Global and Local Graph Cuts[8] Shenzhen Hospital dataset 85 87 85 89 

ACM-AHP[9] DICOM Pap Smear dataset 89.6 93 89.41 72.1 

Hierarchical median narrow band level 

[44] 
EDF Image dataset - 90 90 92 

Mean-Shif Algorithm[29] Personal dataset 92.9 94.25 93.45 - 

Bi-path CNN[25] Herlev Dataset 77 72 71 69 

Adaptive Shape[26] ISBI Dataset - 87.34 - 89.51 

FCM[45] ISBI - 91.5 91.8 91.6 

Super pixel[43] Fiji dataset - 89.5 95.6 92.6 

Proposed method Zenoda dataset 93 95 93 94 

 
TABLE 4 

The comparison of performance results of several methods for nuclei 
segmentation on dataset pap smear image after augmentation 

No Method 
Accuracy 

(%) 

Sensitivity 

(%) 

Specificity 

(%) 

F1-

Score 

(%) 

1 
Otsu 

Threshold [46] 
88 77 71 87 

2 
Global 
Threshold [47] 

87 74 80 87 

3 
Sauvola 

Threshold [48] 
83 71 76 75 

4 
Niblack 

Threshold [49] 
85 72 72 71 

5 
Canny Edge 
Detection [50] 

84 70 75 74 

6 
Proposed 

Method 
93 95 93 94 

TABLE 4 is a comparison of the performance results of the 

proposed method with several other methods on dataset 

augmentation results for core segmentation in pap smear 

images. TABLE 4 contains the results of core segmentation 

with various methods on the same dataset. The dataset used 

is the Zenodo dataset which has been augmented. Based on 

Table 4, the accuracy, sensitivity, specificity, and F1-score 

results of the augmentation and U-Net CNN are the highest 

compared to the performance results of the results in this 

study. The performance result that shows the success of the 

method for nuclei segmentation on pap smears can be seen 

from the sensitivity result. The highest sensitivity results 

were obtained by U-Net CNN. The research results show that 

the combination of augmentation using flip, rotation, and 

Gamma Correction techniques can significantly improve the 

performance of U-Net CNN. The combination of 

augmentation and U-Net CNN is excellent in nuclei 

segmentation in Pap smear images. 

Based on these performance results, it can be concluded 

that the results of the resulting image of segmentation and 

ground truth have a great similarity.  The proposed method 

is still limited to one feature segmentation, while the 

detection of cervical cancer requires not only the nuclei but 

also other cells such as the cytoplasm. In addition, this study 

only reaches the segmentation stage and does not reach the 

classification stage. In future studies, this study can be 

expanded for other features such as cytoplasmic 

segmentation and continued for the classification stage so the 

results can be applied in building an automatic cervical 

cancer detection. 

IV. CONCLUSION 

Based on research findings and discussion, it can be concluded 

that applying augmentation to small amounts of data can 

improve U-Net performance results. Combining flipping, 

rotation, and Gamma Correction as augmentation techniques 

can meet the training data needs of U-Net CNN. The 

performance results of the U-Net CNN on augmented data in 

the core binary segmentation process of Pap smear images can 

improve the performance results of U-Net on original data. 

The average performance of accuracy, sensitivity, specificity, 

and F1-score is above 90%. These results mean that U-Net has 

excellent performance in separating nuclei as foreground and 

other features as background. The results obtained also show 

that augmentation techniques can influence the performance 

of CNN architectures. The combination of augmentation 

techniques and U-Net CNN provides excellent and powerful 

performance in performing core segmentation on Pap Smear 

images. In further research, methods can be developed to 

detect other cells such as cytoplasm in pap smear images with 

other algorithms such as YOLO, RCNN, and others. For the 

classification stage, this method can be applied to develop 

automatic cervical cancer detection. 
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