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ABSTRACT Currently, social media is used as a platform for interacting with many people and has also become a source of 

information for social media researchers or analysts. Twitter is one of the platforms commonly used for research purposes, 

especially for data from tweets written by individuals. However, on Twitter, user information such as gender is not explicitly 

displayed in the account profile, yet there is a plethora of unstructured information containing such data, often unnoticed. This 

research aims to classify gender based on tweet data and account description data and determine the accuracy of gender 

classification using machine learning methods. The method used involves FastText as a feature extraction method and LSTM 

as a classification method based on the extracted data, while to achieve the most accurate results, classification is performed 

on tweet data, account description data, and a combination of both. This research shows that LSTM classification on account 

description data and combined data obtained an accuracy of 70%, while tweet data classification achieved 69%. This research 

concludes that FastText feature extraction with LSTM classification can be implemented for gender classification. However, 

there is no significant difference in accuracy results for each dataset. However, this research demonstrates that both methods 

can work well together and yield optimal results. 

INDEX TERMS  feature extraction, gender classification, fastText, RNN,  LSTM. 

I. INTRODUCTION 

Social media is currently widely used as a source of interaction 

for many people [1], one of which is online platforms like 

Twitter, which provide a space for various individuals to easily 

share and discuss [2],[3]. Based on this, social media data 

provides valuable additional information regarding real-time 

news accessible to the public [4], [5]. This advantage makes 

social media data useful in gathering up-to-date information 

[6], [7]. In the meantime, among other social media platforms, 

Twitter is a popular platform with over 68 million adult users 

[8],[9] whose genders are not clearly known, thus posing a 

constraint to directly identify Twitter users, unlike other social 

media accounts that provide detailed user profile information.  

Given the large number of Twitter users in Indonesia, it is 

clear that they come from various groups. One of these groups 

is gender. Twitter users can be divided into several groups, one 

of which is gender. Social media user profiles can be utilized 

in several fields, namely security, forensic analysis, and 

commercial domains, but some users may not like to disclose 

their identities. This factor is why a system that can classify 

gender is needed. Then, the results of this classification can be 

utilized by companies or businesses by creating new business 

strategies to serve their customers [10]. As a result, Twitter 

only displays the number of followers and account 

descriptions on the profile page. Therefore, to identify further, 

it is necessary to recognize through the account description 

and the form of tweets posted [11]. 

This social media platform deduces gender from various 

sources [12], such as usernames, screen names, descriptions, 
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images, or user-generated content [11]. The gender analysis 

process can be conducted by applying machine learning 

capabilities, from the feature extraction stage of the data used 

to the classification stage. 

Based on the research conducted by [13], gender 

classification was performed using the word2vec feature 

extraction method and Convolutional Neural Network (CNN) 

classification, achieving an accuracy of 94.50%. Then, 

research conducted by [14] employed FastText word 

embedding for feature extraction and Random Forest 

classification, resulting in a good accuracy of 70.27%. 

Furthermore, [15] conducted feature extraction of Twitter data 

using FastText Embeddings and CNN classification, 

achieving excellent results with an accuracy of 84.01% by 

optimizing FastText Embeddings hyperparameters for CNN 

classification. Additionally, [16] performed text classification 

using Bi-LSTM and FastText feature extraction with the 

CBOW architecture model, obtaining an accuracy of 77% [17] 

also implemented FastText feature extraction for 

classification, comparing CNN classification results with 

various feature extraction methods such as FastText, Glove, 

and Word2Vec, with classification accuracies of 97.2%, 

95.8%, and 92.5% respectively, showing the highest accuracy 

when using FastText feature extraction.  

Apart from feature extraction processes affecting 

classification results, the classification process significantly 

influences the research outcome. For instance, [18] classified 

text data using LSTM, achieving an accuracy of 99.56% with 

128 LSTM units after ten epochs. Additionally, [19] compared 

text data classification results from LSTM, CNN, and Simple 

Neural Network, yielding accuracies of 87%, 82%, and 81%, 

respectively, indicating LSTM as the superior method for text 

classification. Moreover, [20] classified novel review data 

based on positive, negative, and neutral sentiment using 

LSTM and Naïve Bayes methods, resulting in 72.85% and 

67.88% accuracy, respectively, with LSTM outperforming 

Naïve Bayes.  

Considering the superior feature extraction methods from 

[14]-[17] and the best classification methods from [18]-[20], 

this research aims to combine the previously best-performing 

feature extraction method with the best classification method. 

Therefore, this study aims to combine the feature extraction 

method that previously yielded the best accuracy with the best 

classification method, namely using FastText feature 

extraction with LSTM classification in gender classification. 

FastText feature extraction has the advantage of being able to 

handle uncommon words and complex word morphology, as 

well as its ability to consider subword information in word 

vector representations. Additionally, the advantage of LSTM 

classification lies in its complex structure, allowing it to 

remember long-term information and, thus, be capable of 

handling long-distance dependencies in sequential data, 

commonly encountered in text analysis and time series data. 

Hence, the difference between this and previous research lies 

in the fact that, as seen in previous studies, there has not yet 

been found a FastText feature extraction process classified 

with LSTM, especially for gender classification issues, by 

combining tweet data and profile description data on Twitter 

users as in this study [13]. The novelty of this research lies in 

the combination of methods used for gender classification, 

which involves utilizing FastText as the feature extraction 

method and LSTM as the classification method. This is 

because, based on previous research, there has not yet been 

found any study that performs gender classification on textual 

data using this method. 

Therefore, the purpose of this research is to identify 

someone's gender through textual data such as account 

descriptions and tweets, and also aims to determine the 

performance of the FastText feature extraction method with 

LSTM classification when classifying gender. This will 

certainly provide benefits for future researchers interested in 

studying gender classification case studies and serve as a 

reference for selecting the appropriate method. 

  
II. MATERIAL AND METHODS 

The research procedure used in this study is as follows. 

FIGURE 1 depicts the research workflow. The research 

process begins with data collection, which includes gathering 

account descriptions and tweets from each account. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

FIGURE 1. Research Workflow 

 

After collecting the data, the next step is preprocessing, 

which involves labelling, cleaning, stemming, and stop word 

removal. Following preprocessing, the FastText feature 

extraction process is performed. Once the feature extraction is 
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completed, the LSTM classification is carried out for both 

tweet data, account descriptions, and combined text and 

description data.  

A. DATASET 

The dataset used in this study is sourced from research [13], 

consisting of Twitter data comprising tweets adjusted with the 

account descriptions based on their Twitter accounts. The data 

collection process in [13] involves scraping through the 

Twitter API using search keywords such as "soccer," "game," 

and "sports." Based on these keywords, several tweet data with 

similar content from various accounts will be found, and each 

account's description will be examined as additional data for 

the labelling process. Subsequently, these data will be 

collected and labelled based on gender, as proposed in this 

study. The total number of data used is 2000, with 1000 

labelled male and 1000 labeled female. An example dataset 

can be viewed in TABLE 1. 

 
TABLE 1 

Dataset Details 

No. Username Description Tweet 

1 
madeinheave

nIV 

love is just a 

dumb luck 

tidak ada pemain yang 

lebih besar dari sebuah 

club. tapi ini bukan 
tentang sepak bola hehe 

#Barcelona #Egypt 

2 1_yoshino2 

IND/ENG 
She/her 

Hidup jalan terus 
tanpa henti 

@bluelockfess Secara 
emang tahan untuk 

membuat pemain hebat/ 

maha karya pak ego, 
selain itu terikat 

keinginan kuat tentang 
sepak bola. 

3 mstrprta 
yesterday, today 

and tommorrow :) 

MPV terus tapi 

losestreak 11 kali, kena 
troll terus, rusak ini 

game 

4 Radithisme 

Sebuah seni 
tentang perjalan 

hidup, lewat 

tulisan. suka tidak 
suka hidup akan 

terus berjalan ke 

depan, 
meninggalkan 

kenangan menuju 

harapan baru. 

@FWBESS Olahraga 

merakyat 
https://t.co/6BrZ0cA59l 

5 sagigirllss 
kadang receh 

kadang serius 

Olahraga dulu kak biar 

kuat menjalani 

kehidupan 
https://t.co/reZNQ6pp4Z 

 

B. PREPROCESSING 

The data obtained cannot be directly implemented into the 

feature extraction process because the data condition still 

contains many characters that must be corrected first. The 

preprocessing process begins with labelling the collected data 

[21], which is divided into two labels: labelling for male and 

female genders. Next is the cleansing process, which involves 

removing words with characters that do not contribute to the 

data analysis [22]. Following that is the stemming process, 

which converts words with affixes into their base forms [23]. 

Then, stopword removal is performed to filter out or remove 

words that do not carry meaning [13]. The process for each 

preprocessing step can be observed in TABLE 2 as an 

example. 

C. FEATURE EXTRACTION  

The preprocessed data will proceed to the feature extraction 

process [24], [25]. The feature extraction method used is 

FastText. FastText is an open-source API from Facebook 

research [26]. This method can quickly and effectively learn 

word representations. The FastText embedding model follows 

the skip-gram and vector models, an update from the 

word2vec models. FastText feature extraction divides words 

into parts called n-grams, then learns vector representations 

for each subword. This allows FastText to handle unknown or 

rare words [27]. Word embedding is a technique for 

transforming text into vector representations. There are many 

types of word embeddings, one of them being FastText 

embeddings. FastText is an extension of Word2Vec 

embeddings, which were previously used as word 

embeddings. FastText works by representing each word in 

several n-grams. This means that each word is broken down 

into multiple subwords or characters [28]. 

The FastText feature extraction method has two main 

advantages. First, this method considers the internal structure 

of words when learning word representations. Therefore, it is 

beneficial for morphologically rich languages and infrequent 

words. Second, FastText works well with n-grams, making it 

suitable for text research, particularly in gender analysis of 

language, thus precisely capturing complex human emotions. 

FastText provides the desired adaptability without sacrificing 

space and time efficiency by considering the morphological 

structure of words. FastText offers richer word representations 

and is capable of handling languages with large and complex 

vocabularies [29],[30]. 

D. LSTM 

Long Short-Term Memory (LSTM) is a development method 

of the conventional Recurrent Neural Network (RNN) that 

only knows one type of network [31]. Long Short-Term 

Memory (LSTM) is one variation of RNN designed to avoid 

the problem of long-term dependency in RNNs. LSTM can 

retain long-term information, which is a major advantage 

compared to conventional RNNs. Like RNNs, LSTM also 

consists of recurrent processing modules. The idea behind 

LSTM is the creation of a pathway connecting the old context 

to the new context, also known as the cell state, memory cell, 

or memory pathway. With this pathway, a value from the old 

context can easily be connected to the new context, if 

necessary, with minimal modification. One of the advantages 

of LSTM is its ability to control the information stored or 

deleted from the cell state through sigmoid gates. These gates 

allow LSTM to select relevant information to store in long-

term memory and ignore irrelevant information [32]. 
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LSTM introduces gate mechanisms: the input gate, forget 

gate, and output gate [33]. The input gate determines new 

information to be stored in the cell state and calculates a new 

value to update the cell state. The forget gate determines which 

information from the cell state will be discarded, while the 

output gate determines the output value based on the cell state 

[22], [34], [35].  

The gate structure is implemented using the sigmoid 

function (σ). The sigmoid value ranges from 0 to 1, indicating 

how much information is allowed to pass through. The 

illustration of LSTM can be seen in FIGURE 2 [36]. In the 

first step, the LSTM unit processes information from the 

previous memory state through the forget gate to determine 

which information to forget from the memory state. The 

equation used is shown in equation (1) [37]: 

 

   ft = σ (Wf .[ht - 1  , xt] + bf )       (1) 

 

In equation (1) ft  represents the forget gate, Wf  is the weight 

for the f gate value, ht – 1 is the output from the previous LSTM 

unit (at time t -1), xt is the input to the current LSTM unit, and 

bf is the bias for f. Next, the LSTM unit determines what 

information to store in memory. On one side, the input gate 

decides which information to update, and on the other side, the 

candidate layer influences the tanh vector [38]. The equations 

used in this step are shown in equations (2) and (3) : 

 

it = σ (Wi . [ht – 1 , xt ]+ bf        (2) 

Ct = tanh (WC . [ht – 1 , xt + b )       (3) 

  

Equation (2) it represents the input gate,  Wi  is the weight for 

the i gate value. Next, in equation (3) represents the memory 

value at time t. The hyperbolic tangent function (tanh) 

produces values between -1 and 1. WC is the weight or weight 

matrix used to multiply the input. Then, the LSTM unit 

combines the two parts above to update the memory status, as 

shown in equation (4) : 

 

Ct = ft *  Ct – 1  + it * Ct )        (4) 

 

Finally, the LSTM unit uses the output gate to control the 

memory status that needs to be outputted, as shown in 

equations (5) and (6): 

 

ot = σ (Wo . [ht – 1 , xt + bo )        (5) 

ht = ot * tanh (Ct)        (6) 

 

In equation (5) ot represents the output value at time t, Wo 

is the weight or weight matrix used to multiply the input. 

Meanwhile, in equation (6) ht  is the output at time t. and ot is 

the output gate value at time t, which controls how much 

information can be outputted. These equations form the basis 

of how the LSTM method works, including the input, forget, 

and output gates [39], [40]. In the LSTM architecture, 

activation functions, namely Sigmoid and Tanh, are present. 

The sigmoid function transforms values between -1 and 1 into 

the range of 0 and 1, while the tanh function regulates values 

passing through the network always to remain close to -1 and 

1. The LSTM model construction in this research implements 

a sequence model consisting of three layers, which include the 

Embedding layer, LSTM layer, Dropout layer, and Dense 

layer. The Embedding layer is a step to convert words into 

vector form. The approach used to represent word vectors and 

arrays is in real numbers. In the LSTM layer, there are 

parameters such as memory units, input shape obtained from 

word embedding results, and dropout. The dropout parameter 

is used to prevent overfitting/underfitting, with values 

typically ranging between 0 and 1. The Dense layer is used to 

add a fully-connected layer based on the number of classes 

specified [41]. 

E. EVALUATION RESULT 

Evaluation metrics are parameters used to measure the quality 

of a model or machine learning algorithm. The evaluation 

metrics used in this study are Accuracy, Precision, Recall, and 

F1-Score. Each evaluation metric is formulated as follows: 

Accuracy is the value representing the comparison of True 

Positive (TP) and True Negative (TN) predictions with the 

total number of data. The formula used can be seen in the 

equation (7). Precision is the value representing the 

comparison of True Positive (TP) predictions with the total 

 
FIGURE 2. The General Architecture of LSTM 

 

TABLE 2 
Example Of Preprocessing Steps Performed 

Username Description Tweet Label Cleansing Stemming 
Stopword 

Removal 

madeinheave

nIV 

love is just a 

dumb luck 

tidak ada pemain yang 

lebih besar dari sebuah 
club. tapi ini bukan 

tentang sepak bola hehe 

#Barcelona #Egypt 

male 

tidak ada pemain yang 

lebih besar dari sebuah 
club tapi ini bukan 

tentang sepak bola hehe 

Barcelona Egypt 

tidak ada main yang 
lebih besar dari 

buah club tapi ini 

bukan tentang sepak 
bola hehe Barcelona 

Egypt 

main buah club 
sepak bola hehe 

barcelona egypt 
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number of data predicted positive. The formula used is shown 

in equation (8). Recall is the value representing the 

comparison of True Positive (TP) predictions with the total 

number of truly positive data. There is a difference between 

precision and recall, where precision involves the False 

Positive (FP) variable, while recall involves the False 

Negative (FN) variable. The formula used is shown in 

equation (9). F1-Score is the value representing the weighted 

average comparison of precision and recall. The formula used 

can be seen in equation (10) [41] :  

 

           Accuracy = TP+TN / (TP+FN)+(FP+TN)           (7) 

Precision = TP / TP+FP              (8) 

     Recall = TP / TP+FN        (9) 

         F1-Score = 2TP / 2TP + FN + FP             (10) 

III. RESULT 

This section is dedicated to evaluating the results of the gender 

classification research based on account description data, 

tweet data from each account, and the combined tweet and 

description data. The process involves utilizing the FastText 

feature extraction and LSTM classification methods.  

A. PREPROCESSING RESULT 

As an initial step, the preprocessing of the initial data shown 

in TABLE 1 starts from labeling the data as male or female 

labels, data cleaning involves removing punctuation or 

characters from the text, stemming by converting words with 

affixes into their base form, and performing stopword removal 

or filtering data to remove data deemed irrelevant. An example 

of this process can be seen in TABLE 2. Meanwhile, the 

results of this data preprocessing stage can be observed in 

TABLE 3. 

 
TABLE 3 

Preprocessed Dataset Results 

No. Username Description Tweet 

1 
madeinheav

enIV 

love is just a 

dumb luck 

main buah club sepak bola 

hehe barcelona egypt 

2 1_yoshino2 
indeng she her 

hidup jalan henti 

bluelockfess emang 

tahan main hebat maha 
karya ego 

3 mstrprta 
yesterday today 
and tomorrow 

mpv losestreak kali kena 
troll rusak game 

4 radithisme 

buah seni jalan 

hidup tulis suka 

suka hidup jalan 

fwbess olahraga rakyat 

5 sagigirllss 
kadang receh 

kadang serius 

olahraga kak biar kuat 

jalan hidup 

 

The preprocessed data will undergo further processing, 

namely the feature extraction process.  

B.  FEATURE EXTRACTION RESULT 

The feature extraction method used in this study is the 

FastText method, which maps each word into vector form. 

The feature extraction process begins by mapping each word 

from the tweet sentences or descriptions. After mapping these 

sentences into words called n-grams, the FastText algorithm 

learns each of these words and transforms them into vector or 

numerical forms. Once all the words have been transformed 

into vector form, these vectors are arranged into document or 

sentence form to take the average vector representation of each 

token within them. This arrangement of each vector is useful 

for the labelling process of each document. 

An example of the FastText feature extraction results for 

each word can be seen in TABLE 4. Then, the process of 

arranging words for each vector to be labelled or classified can 

be observed in TABLE 5.  
TABLE 4 

FastText Feature Extraction Results 

 word V1 V2    …… V100 

0 astroarena -0.19306 -0.09064 ……  -0.1006       

1 sports -0.19306 -0.09064 …… -0.07 

2 journalist -0.19306 -0.09064 …… -0.03294 

3 bio -0.19306 -0.09064 …… -1.65811 

4 ler -0.19306 -0.09064 …… 0.261279 
5 citizens -0.19306 -0.09064 …… -0.30094 

6 fans -0.19306 -0.09064 …… -0.63107 

7 liverpool -0.19306 -0.09064 …… 0.155988 
8 mu -0.19306 -0.09064 …… -1.85521 

9 arsenal -0.19306 -0.09064 …… -0.88895 

10 chelsea -0.19306 -0.09064 …… 0.803139 
…. …. …. …. …… …. 

13305 drunk -0.19306 -0.09064 …… 0.039582 
 

TABLE 5 
The Arrangement of Words for Each Vector 

 label W1V1 W1V2    …… W30V100 

0 pria -0.2339 0.057187 …… 0 
1 pria -0.29086 -0.22218 …… 0 

2 pria 0.222892 -0.41852 …… 0 

3 pria 0.004828 0.006421 …… 0 
4 pria 1.298398 -1.25113 …… 0 

5 pria -0.22319 0.368168 …… 0 

6 wanita 0.192942 -0.31518 …… 0 
7 pria -0.22292 -0.37575 …… 0 

8 pria 0.428628 -0.10531 …… 0 
9 pria 0.357637 -0.27472 …… 0 

10 pria -0.04764 -0.31127 …… 0 

…. …. …. …. …… …. 
1999 pria -0.59832 -0.49986 …… 0 

 

When the feature extraction results are obtained, vector values 

are obtained in each document or sentence labeled in the 

system to enter the classification stage later, as shown in 

TABLE 5, the next step is to classify the data using LSTM.  

C. LSTM CLASSIFICATION RESULT 

In the input layer process of LSTM, there are several 

considerations for processing tweet data, description data, or 

their combination. The word sequence length to be 

implemented in the classification process varies depending on 

the data category. The maximum sequence length for tweet 

data ranges from 12 to 49 words, while for description data, it 

ranges from 8 to 30 words. On the other hand, the combined 

tweet and description data have a maximum sequence length 

ranging from 20 to 79 words. This grouping of word lengths 

is done to differentiate the classification process, where the 

LSTM classification will classify gender based on three types 
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of data: tweet data, account description data, and their 

combination. 

The parameters used for each data type can be seen in 

TABLE 6. Subsequently, the LSTM classification results for 

tweet data, description data, or their combination can be 

observed in TABLE 7, and the accuracy results are depicted 

in FIGURE 3. 

In TABLE 7, the highest accuracies obtained from testing 

the parameters for each data implementation, namely tweet 

data, description data, and the combined tweet and description 

data, are presented. The parameters used for each data in the 

classification process are shown in TABLE 6. It can be 

observed in TABLE 6 that the difference in parameters lies 

only in the input shape. The variance in input shape for each 

data occurs because the input shape is adjusted to the number 

of data used. This is because in the LSTM classification 

process, the number of words used during classification is 

determined. This applies to the classification of tweet data, 

description data, and the combined data of tweet and 

description. For example, one of the input shapes used for 

tweet data is (1,4900), which means that each LSTM model 

used accepts one example at a time, and each example has a 

sequence length of 4900 tokens. Another input shape is 

(10,490), indicating that it processes 490 tokens at a time, 

repeated 10 times. 

The determination of input shape is not arbitrary but 

considers the number of words used. For instance, in tweet 

data, the maximum result of multiplying the processing time 

with the data is 4900. Therefore, when these two numbers are 

multiplied, the resulting input shape must be 4900. This 

process of determining the input shape also applies to 

determining the input shape for description data and the 

combined tweet and description data. The variance in input 

shape is one of the factors determining the search for the best 

accuracy in the LSTM classification process. Furthermore, in 

FIGURE 3, the LSTM classification results for gender data for 

each dataset, whether tweet data, description data, or the 

combined data of tweet and description, are shown. It can also 

be observed in FIGURE 3 that the accuracy results for 

description data and the combined tweet and description data 

are the same at 70%, while the accuracy for tweet data is 69%. 

Thus, it can be concluded that FastText feature extraction and 

LSTM classification perform better when implemented on 

description data or the combined tweet and description data.  

IV. DISCUSSION 

The final result of gender classification using the FastText 

feature extraction method and LSTM classification in this 

study is consistent with previous research conducted by [14] - 

[20], where this study can perform the classification process 

and achieve good accuracy. This study successfully achieved 

the highest accuracy of 70% in classifying combined data. 

Similar to the study by [13], this research used similar data 

collected based on tweets and profile descriptions from 

Twitter accounts. 

This research indicates that gender classification using 

social media data from Twitter can be successfully performed. 

By utilizing the FastText feature extraction method to convert 

text data into vectors and LSTM classification, good accuracy 

can be achieved for each type of data used. These findings 

provide a strong foundation for discussion in line with the 

previous research objectives. 

The classification results for tweet data, description data, 

and their combination did not show significant differences in 

accuracy. When tweet data was extracted using FastText and 

classified using LSTM, an accuracy of 69% was achieved, 

while implementing the method on description data and the 

combined data resulted in an accuracy of 70%. Looking at the 

obtained results, there was only a 1% difference in the 

accuracy produced.  

The difference in accuracy generated is partly due to the 

difference in the amount of data from each dataset and of 

course, from the difference in parameters implemented, 

especially the different input shape parameters in each dataset 

to adjust to the amount of data used in each dataset. This 

difference in input shape influences the time of data analysis 

and the length of data used to obtain the most optimal results. 

However, because the other parameters have the same value, 

it is one of the reasons why the accuracy generated does not 

differ significantly from each dataset, considering that tweet 

data, description data, and combined data are all text data 

obtained in the same way. During the classification process, 

these data are only distinguished by the length of words used 

for each data. Compared with previous research [10] 

conducting gender classification, clear differences in the 

resulting accuracies can be observed. In research [10], gender 

classification was performed using the word2vec extraction 

method and classification using CNN with the same research 

flow. Thus, it is obtained that the data for gender classification 

in this study is a research study that can be further investigated 

 
FIGURE 3. Comparison Result LSTM Classification 
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with other method combinations. Additionally, it provides 

results that show that the combination of FastText feature 

extraction and LSTM classification yields quite good results 

when implemented on text data for gender classification. 

However, in terms of predicting positive outcomes based on 

actual data, the highest recall of 77% was achieved when 

classifying description data. Thus, this method combination 

can predict data well based on actual data through description 

data prediction. Furthermore, the highest precision of 71% 

was obtained when classifying tweet data, and the highest F1-

Score value of 72% was achieved when classifying description 

data. The number of correctly predicted data can be clearly 

understood in TABLE 8 and FIGURE 4. 

 
TABLE 8 

Comparison Result Confusion Matrix  

Dataset 

Confusion Matrix Result 

True 
Positive 

False 
Negative 

True 
Negative 

False 
Positive 

Tweet 64 36 74 26 

Description 77 23 63 37 

Tweet + 

Description 
70 30 70 30 

 

Based on TABLE 8 and FIGURE 4, the data 

successfully predicted as true positive and true negative are 

138 for tweet data and 140 for both description data and the 

combined tweet and description data. Based on these 

prediction results, the difference in accuracy between each 

dataset is not significant, as the number of correctly predicted 

data is also not significantly different. 

The main reason for the accuracy not varying much when 

implemented on tweet data, description data, and combined 

data is that, upon closer examination, tweet data and 

description data share many similarities, with the main 

difference being the length of the text. Additionally, the 

distinctive writing style of individuals in their daily tweets 

and descriptions contributes to the minimal difference in 

accuracy obtained. Furthermore, the weaknesses of this 

research lie in the combination of methods used and the 

limitations in parameter testing. The combination of methods 

used may not be optimal to achieve the desired results, and 

limited parameter testing restricts the ability to explore 

various configurations that may yield better results. These 

parameters are crucial in determining model performance, in 

addition to the selection of methods used. Additionally, other 

stages may need to be added or modified to make the 

TABLE 6 
LSTM Classification Parameter 

 Alpa 
Vector 

Size 

Min 

Count 
Window 

Word 

Embedding 
Epoch 

Input Shape Layer Neuron 
Batch 

Size 

Tweet 0.01 100 1,3,5 3,5,7 10, 50, 100 

(1,4900), (10,490), (14,350), 

(2,2450), (20,245), (25,196), 

(4,1225), (5,980), (7,700) 

1,2,3 32, 64, 128 32,64 

Description 0.01 100 1,3,5 3,5,7 10, 50, 100 

(1,3000), (10, 300), (12,250), 

(15,200), (2,1500), (3,1000), (4,750), 

(5,600), (6,500), (8,375) 

1,2,3 32, 64, 128 32,64 

Tweet + 
Description 

0.01 100 1,3, 5 3,5,7 10, 50, 100 

[(1,4900), (1,3000)], [(10,490), 

(10,300)], [(100,49), (100,30)], 

[(2,2450), (2,1500)], [(20,245), 
(20,150)], [(25,196), (25,120)], 

[(4,1225), (4,750)], [(5,980), 

(5,600)], dan [(50, 98), (50,60)] 

1,2,3 32, 64, 128 32,64 

 
 

TABLE 7 
LSTM Classification Result 

 Alpa 
Vector 

Size 

Min 

Count 
Window 

Word 
Embedding 

Epoch 

Input Shape Layer Neuron 
Batch 

Size 
Akurasi Recall Presisi 

F1-

Score 

Tweet 0.01 100 1 3 50 14,350 3 64 64 69% 64% 71% 67% 

Description 0.01 100 1 7 100 8,375 2 32 64 70% 77% 67% 72% 

Tweet + 

Description 
0.01 100 1 5 100 

[(4,1225), 

(4,750)] 
3 128 64 70% 70% 70% 70% 

 

 
FIGURE 4. Comparison Result Confusion Matrix  
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research results more optimal. This indicates that this 

research still has room for further development to achieve 

maximum results. It was considered that research [13] 

achieved an accuracy of 94.50% on the same dataset using 

different methods. This could be due to the different 

combinations of methods implemented on the research data 

and the varying parameters used, significantly influencing 

the research results. This study did not address solutions for 

other steps that could be taken to address this issue, but it 

serves as a note for future researchers. 

Based on the research, it is important to retest the same 

data using different methods to determine whether or not the 

accuracy can be improved. This can be done by comparing 

the results of feature extraction method implementations or 

comparing them with the classification methods performed. 

Considering that the data has only been implemented in 

research [13], there is still room for further development. 

Additionally, the findings obtained from this research have 

contributed to knowledge about the methods that can be used 

for gender classification based on the tweet and account 

description data through the Twitter social media platform. 

It also provides information about the steps and processes 

that can be undertaken when using the FastText feature 

extraction method combined with the LSTM classification 

method. This study serves as new knowledge, especially in 

determining the length of words categorized as tweet data, 

description data, or their combination. It also informs about 

the process of labelling vector data resulting from feature 

extraction. 

V. CONCLUSION 

This study aims to investigate the FastText feature extraction 

method and LSTM classification method in gender 

classification processes. In summary, the findings of the 

gender classification study using the combination of these two 

methods resulted in the highest accuracy of 70% when 

classifying description data and the combination of tweet and 

description data. Additionally, an accuracy of 69% was 

achieved when implemented on tweet data alone, indicating 

that classification on description data or their combination 

only outperformed tweet data by 1%. This research aligns with 

previous studies showing that the combination of FastText 

feature extraction and LSTM classification performs well. 

This study contributes to utilizing methods in study data. It 

provides insights into how the FastText feature extraction and 

LSTM classification methods are applied to tweet data, 

description data, and their combination. 

However, a limitation of this research lies in the 

combination of methods employed and the accuracy obtained, 

which only reached 70%. Therefore, there is a need for 

additional steps to improve accuracy further. Besides adding 

additional steps, it may also involve combining one of the 

methods to obtain different accuracy comparisons when 

implemented with different method combinations. 

Based on these results, it is recommended to compare the 

FastText feature extraction method with other methods such 

as word2vec or TF-IDF, or to compare the LSTM method with 

other RNN methods in gender classification. This increases 

the likelihood of achieving optimal accuracy for this case 

study. Future researchers will undoubtedly explore comparing 

method combinations to achieve even better model 

performance.  
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