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ABSTRACT Hepatitis C, a significant global health challenge, affects 71 million people worldwide, with severe 

complications such as cirrhosis and hepatocellular carcinoma. Despite its prevalence and availability in rapid diagnostic tests 

(RDTs), the need for accurate early detection methods remains critical. This research aims to enhance hepatitis C virus 

classification accuracy by integrating the C5.0 algorithm with Chi-Square feature selection, addressing the limitations of 

current diagnostic approaches and potentially reducing diagnostic errors. This research explores the development of a machine 

learning model for hepatitis C prediction, utilizing a publicly available dataset from Kaggle. It encompasses preprocessing 

techniques such as label encoding, handling missing values, normalization, feature selection, model development, and 

evaluation to ensure the model's efficacy and accuracy in diagnosing hepatitis C. The findings of this study reveal that 

implementing Chi-Square feature selection significantly enhances the effectiveness of machine learning algorithms. 

Specifically, the combination of the C5.0 algorithm and Chi-Square feature selection yielded a remarkable accuracy of 

96.75%, surpassing previous research benchmarks. This highlights the potent synergy between advanced feature selection 

techniques and machine learning algorithms in improving diagnostic precision. The study conclusively demonstrates that 

machine learning is an effective tool for detecting hepatitis C, showcasing the potential to enhance diagnostic accuracy 

significantly. As a future recommendation, adopting AutoML is suggested to periodically automate the selection of the optimal 

algorithm, promising further improvements in detection capabilities. 

INDEX TERMS C5.0 Algorithm, Feature Selection, Hepatitis C Disease, Machine learning 

I. INTRODUCTION 

Hepatitis is a disease that attacks the human body organ, 

namely the liver [1]. Hepatitis is divided into three types: A, 

B, and C. However, one of the three types of disease that is 

very dangerous is hepatitis C because this type is considered 

"the silent killer" [2]. According to data from the World Health 

Organization (WHO), in 2021, it was shown that as many as 

1% or 71 million people worldwide were infected with the 

hepatitis C virus (HCV), of which 399 thousand people died 

from hepatitis C, mainly due to cirrhosis and hepatocellular 

carcinoma (primary liver cancer) [3]. Hepatitis C disease, if 

not treated quickly, can persist and develop into chronic 

hepatitis C. Some complications can occur due to hepatitis C 

infection. Some complications that can occur due to hepatitis 

C infection are liver cirrhosis and liver cell carcinoma [4]. 

Seeing the data of sufferers and the impact of hepatitis disease, 

it is necessary to take care to inhibit the development of 

hepatitis C disease. One of the efforts that can be made is to 

conduct screening to detect hepatitis C disease. 

According to Sachdeva et al, in today's health world, 

medical records store the symptoms and diagnosis of a 

patient's illness. It can be helpful for health experts to aid in 

making decisions on the diagnosis of the patient's disease [5]. 

In addition, medical record data can also be utilized to detect 
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diseases early in the technology field. One of the ways that can 

be done for early detection of disease, especially hepatitis C 

disease, is through essential health services such as First Level 

Health Facilities (FKTP) or Puskesmas by using Rapid 

Diagnosis Test (RDT) [6].  RDT is a medical diagnostic 

method designed to provide results quickly and easily, usually 

within minutes, without the need for sophisticated laboratory 

equipment or expertise to operate it. 

RDTs are commonly used in various health fields, 

including diagnosing infectious diseases, such as malaria, 

HIV, hepatitis, dengue fever, and so on. These methods are 

often used in remote areas or developing countries where 

access to laboratory facilities may be limited [7]. The working 

principle of RDTs varies depending on the type of disease 

being diagnosed. However, generally, RDTs use 

immunochemical or biochemical techniques to detect the 

presence of antigens or antibodies associated with a particular 

disease in biological samples, such as blood, urine, or saliva 

[8].  Although RDTs have advantages in speed and ease of use, 

they often have lower sensitivity and specificity compared to 

more sophisticated laboratory diagnostic methods. Therefore, 

RDT results usually require further confirmation using more 

accurate diagnostic procedures [9]. In addition to RDTs, 

detection can also be done with the help of artificial 

intelligence technologies, such as machine learning. 

Machine learning (ML) is a subfield of artificial 

intelligence in which computers, often called machines, are 

programmed to perform tasks automatically [10]. Machine 

learning combines mathematical models and sophisticated 

algorithms to carry out its functions. It plays an essential role 

in the hepatitis C diagnosis process, mainly due to its ability to 

manage big data and recognize patterns [11]. With the 

machine learning technology currently developing and the 

patient's medical record data, it should be a solution to help 

make decisions on the diagnosis of patient diseases. The 

utilization of machine learning technology using this 

classification method can be used as an initial detection of 

whether the patient tends to develop hepatitis C disease or not. 

Several previous studies have demonstrated the 

effectiveness of machine learning in diagnosing hepatitis C. 

According to Yağanoğlu [12], using machine learning 

algorithms can help diagnose patients affected by chronic 

hepatitis C quickly. In another study conducted by Butt et al. 

[13] stated that machine learning is very effective in detecting 

hepatitis C disease in patients, with an accuracy rate of 98% in 

predicting hepatitis C disease. Another study also conducted 

by Akella and Akella [14] stated that machine learning is 

becoming an interesting analytical tool along with the progress 

of modern preventive care. From these three studies, it can be 

concluded that machine learning is essential in diagnosing 

hepatitis C disease. One of the algorithms used in machine 

learning is the Decision Tree 5.0 algorithm. 

One of the algorithms used in machine learning is the 

Decision Tree 5.0 algorithm. The C5.0 algorithm is a data 

classification algorithm. C5.0 is an improvement of the 

previous algorithms created by Ross Quinlan in 1987, namely 

ID3 and C4.5 [15]. Compared to other classifiers, C5.0 is a 

classifier that classifies data in less time to produce a decision 

tree that requires the least amount of memory and increases 

accuracy [16]. According to  Dalal et al. [17], in their research, 

using the C5.0 algorithm to classify coronary artery disease 

resulted in an accuracy of 85%. From previous research, it can 

be concluded that the C5.0 algorithm is accurate. 

Feature selection is also essential in machine learning 

when it involves attributes in data with high dimensionality 

and noise [18]. One commonly used feature selection method 

is Chi-Square, which helps select relevant features in a dataset 

[19]. The Chi-Square method measures the relationship 

between category attributes in a dataset and category target 

variables [20]. Robinson Spencer et al. [21], in their research, 

used the BayesNet algorithm with an increase in chi-square 

accuracy of 5%. In another study conducted by Rosidin et al. 

[22] in their research using the Naïve Bayes algorithm with 

chi-square for the classification Covid-19 Data, the accuracy 

increased by 2.23%. From previous research, it can be 

concluded that the algorithm combined with chi-square can 

improve accuracy. 

Based on the exposure of these problems, this research will 

detect the classification of the hepatitis C virus using the C5.0 

algorithm combined with chi-square in feature selection. This 

research is expected to produce high accuracy to reduce the 

risk of errors in detecting the hepatitis C virus. Matters related 

to this research will be explained in the following chapters, 

namely related works, methods and materials used, research 

results, and conclusions reached. 

 
II. MATERIALS AND METHODS 

The research uses one of the machine learning techniques, 

especially supervised learning, namely the classification 

method with the C5.0 decision tree algorithm. In this research, 

several stages can be seen in the following research flowchart. 

In FIGURE 1, the first process is data collection. After that, 

the data that has been obtained will enter the data pre-

processing stage, which consists of handling missing values, 

label encoding, and normalization. Then, the next step is 

feature selection. Then, the next step is modeling using the 

C5.0 algorithm and evaluation calculations. A complete 

explanation will be given in the following sub-chapter. 

A. DATA COLLECTION 

The research data in this study was taken from the Kaggle 

website. This dataset follows the link 

https://www.kaggle.com/datasets/fedesoriano/hepatitis-c-

FIGURE 1. Research Flowchart Model 
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dataset [23]. This data consists of 13 features and 615 rows 

of data containing medical records from patients who are 

detected to have hepatitis C disease and patients who are 

detected to be healthy. For each attribute of the data can be 

seen in the following table. 

 
TABLE 1  

Description dataset attributes 
Features Data Type Description 

Category Binary (0,1) Label 

Age Numerical Attribute 

Sex Binary (0,1) Attribute 

Albumin Blood (ALB) Numerical Attribute 

Alkaline Phosphatase (ALP) Numerical Attribute 

Alanine Transaminase (ALT) Numerical Attribute 

Aspartate Aminotransferase (AST) Numerical Attribute 

Bilirubin (BIL)  Numerical Attribute 

Choline esterase (CHE) Numerical Attribute 

Cholesterol (CHOL) Numerical Attribute 

Creatine (CREA) Numerical Attribute 

Gamma-glutamyl Transferase (GGT) Numerical Attribute 

 
In TABLE 1, there are several columns, ranging from age to 

gamma-glutamyl transferase (GGT) as the independent 

variable and the category column as the dependent variable. 

The data will be analyzed using machine learning. 

B. DATA PRE – PROCESSING 

Data pre-processing is a crucial stage. The data that has been 

obtained should first go through this stage. Data pre-

processing converts raw data into quality data to be 

processed at the next stage [24]. Several stages are carried 

out in this process, namely, label encoding, handling missing 

values, and normalizing data. 

1. Label Encoding 

Label encoding is a method used in data processing to 

convert labels or categories into numerical representations to 

analyze and create machine-learning models [25]. In this 

research, the label encoding process converts categorical 

features such as label and gender in the dataset into 

numerical form [26]. Raw data is often not suitable or ready 

for model building. 

2. Handling Missing Value 

Handling missing values is an essential step in data analysis, 

which involves strategies to address missing values in a 

dataset, such as replacing missing values with reasonable 

estimates or deleting incomplete data [27]. In this research, 

the process of handling missing values is to replace the 

unavailable values with the average (mean) value of the 

relevant attributes [28]. 

3. Data Normalization 

Data normalization is the process of rescaling values in a 

dataset so that they fall within a specific range, often between 

0 and 1, to facilitate more effective data analysis and 

machine learning [29]. In this research, the data 

normalization process is to equalize the scale of values 

between variables, which also improves the model's 

accuracy because, with the same value, the model will 

recognize the data more efficiently [30]. The following is the 

formula for min-max scaling as shown in (1). 

𝑧 =
𝑥 − 𝑚𝑖𝑛(𝑥)

𝑚𝑎𝑥(𝑥) −𝑚𝑖𝑛(𝑥)
 

(1) 

 

C. FEATURE SELECTION 

Feature selection is a process in data analysis that reduces 

data dimensionality, improves computational efficiency, 

removes attributes that do not contribute significantly to the 

analysis or modeling task, and prevents overfitting [31]. The 

data used is categorical, where feature selection can be done 

using the chi-square method. 

The Chi-Square method in feature selection is one of the 

techniques used to measure the relationship between 

category attributes (features) in a dataset and category target 

variables [20]. It helps identify features that have a strong 

relationship with the target variable and can be used to 

predict or explain the target variable. This method is 

generally used for classification problems where the target 

variable is a category or class variable [32]. The following is 

the formula of Chi-Square as shown in (2). 

𝑥𝑐
2 =

𝛴(𝑂𝑖 − 𝐸𝑖)
2

𝐸𝑖
 

(2) 

The formula explains that c represents the degrees of 

freedom for each variable, Oi represents the observed value 

in cell i, and Ei represents the expected value in cell i. 

D. CLASSIFICATION C5.0 ALGORITHM 

In this research, the development of this model is classified 

using the C5.0 decision parallel algorithm. The C5.0 

algorithm is an algorithm in data mining and machine 

learning used to classify tree models [33]. This algorithm is 

an evolution of its predecessor, proposed to improve the 

performance and capability of data analysis. This algorithm 

constructs a hierarchical multilevel tree that can be used to 

classify data. The process involves selecting the best 

attribute as a model separator in the tree based on criteria 

such as information gain and gain ratio. One of the main 

features of C5.0 is the ability to perform pruning, i.e., 

removing branches of the tree that are not significant or 

contribute negatively to the model's performance to avoid 

overfitting [34]. The C5.0 algorithm is widely used in 

various applications such as classification, prediction, and 

data analysis and has become one of the most essential tools 

in data analysis models. 

The C5.0 algorithm can also resolve missing data, a 

crucial feature in practical data analysis where data is often 

incomplete [35]. In addition, this algorithm can also group 

variables or attributes to solve problems involving many 

characteristics with a high degree of complexity. The result 

of using the C5.0 algorithm is a tree model that can derive 

clues or classify new data based on attributes learned from 

training data [36]. With its powerful ability to solve 

classification and prediction problems, the C5.0 algorithm is 

very useful in data analysis modeling and machine learning. 

Several calculations are used in building this model, namely 

information gain and entropy. Information Gain is the value 

of information to measure a data set's diversity 
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(heterogeneity) level. The following is the formula for 

information gain [37] as shown in (3). 

𝐼(𝑆1, 𝑆2, … , 𝑆𝑚) = −∑ 𝑃𝑖𝑙𝑜𝑔2(𝑃𝑖)
𝑚

𝑖=1
 

(3) 

where I is the information of all cases, S represents the 

number of instances, Si is the number of cases in class i, m 

is the number of classes, and Pi is the proportion of class i, 

Si / S. If you are wondering why log base two, it is because 

log base two is commonly used in the context of computer 

engineering, most computer languages contain natural 

logarithms with base two. Then, entropy is used to measure 

the propensity of a class from a set of data. Here is the 

formula for entropy as shown in (4). 

𝐸(𝐴) =∑
𝑆1𝑗 +⋯+ 𝑆𝑚𝑗

𝑆

𝑚𝑦

𝑖,𝑗=1
𝑋1(𝑆1𝑗 , 𝑆2𝑗 , … , 𝑆𝑚𝑗) 

(4) 

with E(A) as the entropy of attribute A, and Sij is the number 

of cases in class i and category j of attribute A. Then, the two 

calculations are combined by summing up, making it a gain 

value. Here is the formula for gain as shown in (5). 

𝐺𝑎𝑖𝑛(𝐴) = 𝐼(𝑆1, 𝑆2, … , 𝑆𝑚) + 𝐸(𝐴) (5) 

This algorithm processes attributes using Information Gain 

and Entropy. Then, the attribute with the highest Gain value 

is selected as the root node or root node. Then, other 

attributes will be evaluated similarly to get the next root 

node. The process is carried out until the sample category 

can no longer be separated. This algorithm is iterative and 

will check all possible splitting values. 

E. EVALUATION 

Evaluation is needed to see how robust the model is. In this 

research, the problem solved is a classification problem, so the 

appropriate evaluation uses a confusion matrix. The confusion 

matrix is a handy tool for evaluating the performance of 

classification models, especially in situations where the 

positive and negative classes have unbalanced proportions 

[38]. With the information provided by this matrix, we can 

understand where the model tends to go wrong and decide on 

appropriate actions to improve the model's performance. 

The confusion matrix allows us to calculate several model 

performance evaluation metrics, including accuracy, 

precision, sensitivity, recall, specificity, F1-score, and many 

others. Here is the formula of the confusion matrix (TABLE 

2). 
TABLE 2 

Tabel confusion matrix 

Actual 

 Prediction 

 Positive Negative 

Positive TP FN 

Negative FP TN 

 

Accuracy measures the extent to which the model is correct in 

classifying the data, while precision measures the extent to 

which the model's optimistic predictions are correct [39]. Here 

is the formula for accuracy as shown in (6). 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝐹𝑃 + 𝐹𝑁 + 𝑇𝑁
 

(6) 

Precision is the ratio of the predicted positive observations on 

the right to the total predictable positive observations [39]. 

Here is the formula for precision as shown in (7). 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
 

(7) 

Recall can be called sensitivity, the ratio of correctly predicted 

positive observations to all observations in the actual class 

[39]. Here is the formula for recall as shown in (8). 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 

(8) 

Where TP is the number of cases accurately predicted as 

positive by the model, indicating the model's ability to identify 

positive outcomes correctly. FP refers to cases where the 

model incorrectly predicted an outcome as positive when it 

was actually negative, indicating the model's error in 

identifying a negative outcome as positive. FN are cases that 

the model predicted as negative but were actually positive, 

indicating the model's failure to identify positive outcomes. 

TN, on the other hand, is the number of cases that were 

correctly predicted as negative, indicating the model's ability 

to identify negative outcomes accurately [40]. 

Area Under Curve (AUC) will be used to evaluate the 

effectiveness of the model in the early detection of hepatitis C 

disease based on a dataset of hepatitis C patients. AUC was 

chosen as the evaluation method because it is more suitable for 

assessing the value of prediction performance using both 

balanced and unbalanced data sets [41]. Here is the formula 

for AUC as shown in (9). 

𝐴𝑈𝐶 =
1 + 𝑇. 𝑃𝑟 − 𝐹. 𝑃𝑟

2
 

(9) 

The formula explains that T is the number of positive pairs 

correctly classified (True Positive), F is the number of 

negative pairs incorrectly classified as positive (False 

Positive), and Pr is the number of true positives. 

III. RESULT 

In implementing the C5.0 decision tree algorithm 

classification method in the early detection of Hepatitis C 

disease, several stages are carried out to achieve optimal 

accuracy in the model built. 

A. DATA PREPROCESSING 

In this research, some features must be converted into binary 

form, namely the sex and category features. Where the sex 

features whose initial values are female and male are changed 

to binary numbers, namely 0 and 1, while for the category or 

label features, Healthy patients and suspected patients are 

changed to 0 and 1 with (1). 

Furthermore, several features in the dataset need values 

added. So, to overcome this, the missing data on the feature is 

filled in with the average value of the feature itself. The 

average value of each feature that has missing values is as 

follows. From the TABLE 3 presented, it can be concluded 

that there are several features with missing values, namely 

ALP (18 missing values) and CHOL (10 missing values), and 

https://jeeemi.org/index.php/jeeemi/index
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apart from that, there is only one missing value for each other 

feature. The average (mean) of each feature is as follows: ALB 

has an average of 41.6, ALP has an average of 68.28, ALT has 

an average of 28.45, CHOL has an average of 5.36, and PROT 

has an average of 72.04. 
TABLE 3 

Handling missing value 

Feature Missing Value Mean 

ALB 1 41.6 

ALP 18 68.28 

ALT 1 28.45 

CHOL 10 5.36 

PROT 1 72.04 

 

Data normalization is performed to facilitate comparisons 

between variables with different value ranges, minimize 

outliers' impact, and improve machine learning algorithms' 

performance.  

B. FEATURE SELECTION 

Feature selection is done to determine the features that are 

most relevant to the label to improve the model's efficiency 

and effectiveness. This research uses chi-square to determine 

the best features in the dataset. The following are the results 

of the chi-square calculation of the features in the dataset 

against the Category label with (2). 

 

 
FIGURE 2. Result Selection Feature Chi-Square 

FIGURE 2 shows the feature that has the highest chi-square 

value. This is because, in feature selection, the selected feature 

is the one that is most dependent on the label. In the chi-square 

calculation, if the two features are independent, the expected 

frequency is very close to the reality frequency so that the chi-

square value will be low. So, the higher the chi-square value, 

the more dependent the feature is on the label and can be 

selected to be the feature used in the modeling stage. So, five 

features were chosen with the highest chi-square value or can 

be said to be the most relevant: AST, ALT, BIL, CREA, and 

GGT. 

C. CLASSIFICATION WITH C5.0 ALGORITHM 

With the Chi-square method, the data to be processed will be 

randomly weighted by determining the minimum and 

maximum weight values. Each element will have its weight 

in the dataset, and the C5.0 algorithm will be applied, and the 

accuracy rate will be calculated. After all particles have been 

calculated, the element with the best accuracy value will be 

found. The other particles will randomly move toward the 

best element in each subsequent iteration to find a better 

weight. This process continues until it reaches the specified 

iteration limit. The following are the decision tree results 

from the Chi-square and C5.0 models. 

 

 
FIGURE 3. Models C5.0 Algorithm and Chi-Square 

FIGURE 3 shows two colors: red, the minimum value, and 

blue, the maximum value of a dataset distribution. As we 

already know, the c5.0 algorithm produces rules that can be 

used to make decisions from the input data. The following is 

an explanation of the existing regulations. 

R1 : if AST > 60.750 and CREA <= 42.500 then class = Health 

Patient 

R2 : if AST > 60.750 and GGT < 25 then class = Health Patient 

R3 : if AST > 60.750 and CREA > 42.500 and GGT > 25 and 

ALT > 186.400 then class =  Health Patient 

R4 : if AST > 60.750 and CREA > 42.500 and GGT > 25 and 

ALT <= 186.400 and BIL > 7.550 then class Suspected Patient 

R5 : if AST > 60.750 and CREA > 42.500 and GGT > 25 and 

ALT <= 186.400 and BIL <= 7.550 and AST > 71.850 then 

class Suspected Patient 

R6 :  if AST > 60.750 and CREA > 42.500 and GGT > 25 and 

ALT <= 186.400 and BIL <= 7.550 and AST <= 71.850 then 

class Health Patient 

R7 : if AST <= 60.750 and ALT <= 2.400 then class = 

Suspected Patient 

R8 : if AST <= 60.750 and ALT  > 2.400 and ALT <= 6 then 

class = Suspected Patient 

R9 : if AST <= 60.750 and ALT  > 2.400 and ALT > 6  and 

ALT <= 9.450 and AST > 26.850 then class = Suspected 

Patient 

R10 : if AST <= 60.750 and ALT  > 2.400 and ALT > 6  and 

ALT <= 9.450 and AST <= 26.850 then class = Health Patient 
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R11 : if AST <= 60.750 and ALT  > 2.400 and ALT > 6  and 

ALT > 9.450 dan AST > 53.300 and BIL > 11.550 = 

Suspected Patient 

R12 : if AST <= 60.750 and ALT  > 2.400 and ALT > 6  and 

ALT > 9.450 dan AST > 53.300 and BIL <= 11.550 = Health 

Patient 

R13 :  if AST <= 60.750 and ALT  > 2.400 and ALT > 6  and 

ALT > 9.450 dan AST <= 53.300 and GGT <= 155.850 and 

ALT > 10.700 then class = Health Patient  

R14 : if AST <= 60.750 and ALT  > 2.400 and ALT > 6  and 

ALT > 9.450 dan AST <= 53.300 and GGT <= 155.850 and 

ALT <= 10.700 and AST > 28.900 then class = Suspected 

Patient 

R15 : if AST <= 60.750 and ALT  > 2.400 and ALT > 6  and 

ALT > 9.450 dan AST <= 53.300 and GGT <= 155.850 and 

ALT <= 10.700 and AST <= 28.900 then class = Health 

Patient 

R16 : if AST <= 60.750 and ALT  > 2.400 and ALT > 6  and 

ALT > 9.450 dan AST <= 53.300 and GGT > 155.850 and 

AST <= 38.450 then class = Health Patient 

R17 : if AST <= 60.750 and ALT  > 2.400 and ALT > 6  and 

ALT > 9.450 dan AST <= 53.300 and GGT > 155.850 and 

AST > 38.450 and BIL > 6.350 then class Suspected Patient 

R18 : if AST <= 60.750 and ALT  > 2.400 and ALT > 6  and 

ALT > 9.450 dan AST <= 53.300 and GGT > 155.850 and 

AST > 38.450 and BIL <= 6.350 then class Health Patient 

D. EVALUATION 

The confusion matrix model will form a matrix consisting of 

true positives or positive tuples and true negatives or 

negative tuples, then input the prepared testing data into the 

confusion matrix so that the results are obtained in the table 

below. 
TABLE 4 

Confusion matrix 

 
True Health 

Patient 

True Suspected 

Patient 

Class 

Precision 

Health Patient 108 4 96.43% 

Suspected Patient 

0 11 100% 

Class Recall 100% 73.33%  

Accuracy 96.75% 

 

TABLE 4 of the testing data there are details the number of 

True Positive (TP) 108, False Negative (FN) 4, False 

Positive (FP) 0, and True Negative (TN) 11 with an accuracy 

of 96.75%, precision of 96.43% and recall 100%. 

Furthermore, the results of testing the testing data for Chi 

square-algorithm C5.0 against the AUC value are known in 

the figure below. FIGURE 4 shows the ROC graph with an 

AUC (Area Under Curve) value of 87.2% and a Fair 

Classification diagnostic accuracy level for the C5.0 

Algorithm model with chi-square feature selection.  

 

 
FIGURE 4. Value Area Under Curve (AUC) 

IV.  DISCUSSION 

The integration of the C5.0 algorithm with Chi-Square feature 

selection for hepatitis C patient data has been successfully 

implemented in this study. This innovative approach has 

streamlined the diagnostic process and significantly enhanced 

its accuracy. By meticulously analyzing and processing the 

dataset from Kaggle, this methodology has set a new standard 

for using machine learning in medical diagnostics, particularly 

in the early detection of hepatitis C, a critical step in preventing 

the progression of the disease. 

Among the myriad of features available in the dataset, five 

were pinpointed as the most influential through the Chi-

Square feature selection process: AST (Aspartate 

Aminotransferase), ALT (Alanine Aminotransferase), BIL 

(Bilirubin), CREA (Creatinine), and GGT (Gamma-

Glutamyl Transferase). These features are pivotal, for they 

are directly related to liver function and health, making them 

indispensable markers for hepatitis C. AST and ALT are 

enzymes found in liver cells that leak into the bloodstream 

during liver damage. BIL is a substance produced by the liver 

and indicates liver function. CREA measures kidney 

function but can indicate overall health, including liver 

health. GGT is another enzyme that, when elevated, suggests 

liver disease [42]. Their selection underscores the model's 

ability to focus on clinically relevant variables, enhancing its 

applicability and reliability. In implementing the model, we 

can see a comparison study before. The findings of this 

study, as shown in TABLE 5, showcase a notable accuracy 

rate of 96.75%, significantly surpassing those of previous 

research efforts in this domain. This superior accuracy is a 

testament to the efficacy of combining the C5.0 algorithm 

with Chi-Square feature selection in enhancing the predictive 

capability of machine learning models for hepatitis C 

detection. Such advancements contribute to the academic 

field by providing a robust model for disease prediction and 

offering practical implications for healthcare professionals. 

By adopting this model, they can achieve a more accurate 

diagnosis early, thereby improving patient outcomes through 

timely and targeted interventions. This research, therefore, 

not only marks a significant step forward in the application 

of machine learning in healthcare but also sets the stage for 

future innovations in the diagnosis and treatment of hepatitis 

C. 
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TABLE 5 
Related research 

Study Algorithm Result 

Nivaan and 

Emanuel [43] 

Regression 

Logic 

Accuracy 

83.33% 

Hashem et al. [44] 

Decision Tree 

Learning 

Algorithm 

Accuracy 

84.8% 

Yulhendri et al. 

[45] 
Naïve Bayes 

Accuracy 

86.04% 

Ling Ma et al. [46] 
XGBoost 

algorithm 

Accuracy 

91.56% 

Farooq [47] 
Random Forest 

Algorithm 
Accuracy 93% 

Purpose Methode 
C5.0 + Chi-

Square 

Accuracy 

96.75% 

 

While this study offers an innovative approach with 

impressive accuracy in hepatitis C detection through the 

integration of the C5.0 algorithm with Chi-Square feature 

selection, there are limitations, such as the reliance on the 

quality of the dataset from Kaggle, which may not include 

broad patient demographics or incomplete data, as well as the 

potential neglect of interactions between variables that could 

provide additional insights. However, the implications are 

significant, offering a more efficient and accurate diagnostic 

method for early detection of hepatitis C, which could improve 

patient outcomes through timely and targeted interventions 

and drive further innovation in the application of machine 

learning in medical diagnostics and healthcare. 

V. CONCLUSION 

The successful application of the C5.0 algorithm combined 

with Chi-Square feature selection on hepatitis C patient data 

has accomplished the research objectives, demonstrating the 

feasibility and effectiveness of this approach in medical 

diagnostics. By carefully selecting the most relevant features 

for hepatitis C detection, this method has proven to streamline 

the diagnostic process and significantly enhance its accuracy. 

A 96.75% accuracy rate, a notable improvement over previous 

studies, underscores the potential of tailored machine-learning 

solutions in addressing complex health challenges. 

This study's achievements set a solid foundation for 

future advancements in the field of medical diagnostics. One 

promising direction is the exploration of AutoML 

technologies, which promise to automate further and refine the 

algorithm selection process. AutoML's capability to 

periodically identify the most efficient algorithms based on 

evolving datasets could lead to continuous improvements in 

diagnostic accuracy and efficiency. This potential for ongoing 

optimization makes AutoML an exciting prospect for 

enhancing machine learning models dedicated to healthcare. 

Looking beyond the current advancements, there is a 

hopeful anticipation for developing a web-based application 

that healthcare institutions could utilize. Such an application 

would not only facilitate the widespread application of the 

research findings but also ensure that the benefits of this 

advanced diagnostic tool are accessible to a broader audience. 

Implementing this technology in a user-friendly platform 

would empower healthcare professionals with a powerful tool 

for early hepatitis C detection, contributing significantly to 

improved patient care and outcomes. The vision of integrating 

cutting-edge machine learning models into practical 

healthcare applications represents a transformative step 

forward, promising a future where technology and medicine 

converge to offer unprecedented solutions to longstanding 

health challenges. 
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