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ABSTRACT TikTok Shop is one of the features in TikTok application which facilitates users to buy and sell products. The integration of TikTok Shop with social media has provided new opportunities to reach customers and increase sales. However, the closure of TikTok Shop has caused controversy among the public. This study aims to analyze the views and responses of TikTok users in Indonesia to the closure of TikTok Shop. The dataset used was obtained from Twitter. The research methodology consists of labeling, oversampling, splitting, and machine learning, which includes SVM, Random Forest, Decision Tree, and Deep Learning (H2O). The contribution of this research enriches our understanding of the implementation of machine learning, especially in sentiment analysis of TikTok Shop closures. From the test results, it is known that Deep Learning (H2O) + SMOTE obtained AUC 0.900, without using SMOTE, AUC 0.867. SVM + SMOTE obtained AUC 0.885, without using SMOTE AUC 0.881. Random Forest + SMOTE obtained AUC 0.822, while without using SMOTE AUC 0.830. Decision Tree + SMOTE AUC 0.59; without SMOTE, AUC 0.646. Deep Learning (H2O) with SMOTE produces better performance compared to SVM, Random Forest, and Decision Tree. With an AUC of 0.900; it can be said that Deep Learning (H2O) has excellent performance for sentiment analysis of TikTok Shop closures. This research has significant implications for social electronic commerce due to its potential utilization by social media analysts.
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I. INTRODUCTION
Social commerce is a digital and efficient answer to the problems that traditional commerce faces[1]. TikTok Shop is a popular and currently trending e-commerce platform[1]. TikTok Shop is considered capable of competing with the Facebook marketplace and Instagram Shop, because TikTok Shop can offer attractive and intense benefits to users for purchasing and selling transactions[1],[2]. The closure of TikTok Shop in Indonesia has led to a variety of opinions from the public, particularly Twitter users. Some users are upset by the policy, while others support it.

Sentiment analysis is a way to explore opinions or texts that are mined from various social media platforms and use machine learning for the calculation process[3]. While machine learning has been widely used for sentiment analysis, there is an urgent need for an advanced approach[4]. Sentiment analysis is suitable to see how the public, especially Twitter users, responds to the policy[3],[5].

Sentiment analysis research was conducted by[6], using a dataset from Twitter as large as 17189, with Support Vector Machine (SVM) producing an accuracy rate of 0.89% and AUC of 0.8729. The study also used a Decision Tree which resulted in an accuracy rate of 0.81% and AUC of 0.8070. Another study, using a dataset from Kaggle with 1000 data points with Decision Tree and Random Forest resulted in AUCs of 0.704 and 0.732[7].

Compared to previous research, this study utilizes Twitter data that focuses on responses from users to the closure of the TikTok Shop in Indonesia. This research proposes a Deep Learning algorithm with a framework (H2O) that is already available in RapidMiner. RapidMiner is software for machine learning and data mining because it has flexible operators for data output and input in various file formats and contains more than 100 learning schemes for classification, regression, and clustering[8],[9],[10],[11].

This study aims to determine the performance of the model that has been built. The model is built with data splitting, data
oversampling, and different classification algorithms. Each model will provide information about which combination has the highest performance. This model can be applied for sentiment analysis with other cases and datasets. The results of this study are expected to contribute as follows:

a. Provide an understanding of classification performance based on the number of datasets, division of training data, and testing data.
b. Provide knowledge about the effect of oversampling data with SMOTE.
c. Add insight into the most effective algorithm for sentiment analysis based on AUC value.

II. MATERIAL AND METHODS

The research process can be seen in FIGURE 1 which consists of data crawling, preprocessing, splitting, oversampling, cross-validation, and classification.

A. DATA COLLECTION

Data collection is the process of obtaining tweet datasets by utilizing the API (Application Program Interface) from Twitter [12]. The tool used for this data collection is Google Collab with the Python programming language [6], with a set limit of 3000 data. Data collection was carried out from 12 November 2023 to 11 December 2023, during the TikTok Shop closure period in Indonesia, and 2903 data was obtained. Then the removal of the duplicate data was carried out using RapidMiner tools, resulting in 1624 pieces of data.

B. DATA LABELING

Data labeling is an important process to determine the sentiment of each tweet [13]. Data labeling in this research is done manually. Compared to machine labeling [13], this manual technique can provide accurate results without needing to see many examples, but it involves a lot of work by humans because it requires humans to read and analyze each dataset before labeling positive and negative [6], [7].

In this research, 567 positive sentiments and 1057 negative sentiments were obtained (TABLE 1).

<table>
<thead>
<tr>
<th>Tweet</th>
<th>Sentiment</th>
</tr>
</thead>
<tbody>
<tr>
<td>Because TikTok Shop is closed, many JNT employees are affected and have been laid off. Even many live hosts are also affected by the impact #trade minister <a href="https://t.co/5ONiBvtDnH%E2%80%9C">https://t.co/5ONiBvtDnH“</a></td>
<td>Negative</td>
</tr>
<tr>
<td>I strongly support the banning of TikTok Shop so that the merchants in Cimol Gede Bage Market can prosper again... 😆 <a href="https://t.co/hyNfcirUmE">https://t.co/hyNfcirUmE</a></td>
<td>Positive</td>
</tr>
</tbody>
</table>

C. DATA PREPROCESSING

Data preprocessing is the process of correcting or removing damaged, miss formatted, or incomplete data sets [11], [14]. At this stage, RTs, URLs at the front and back of tweets, mentions, symbols, excessive spaces are removed, and converting numbers into text (TABLE 2) [4], [7].

<table>
<thead>
<tr>
<th>Tweet</th>
<th>Sentiment</th>
</tr>
</thead>
<tbody>
<tr>
<td>Because TikTok Shop is closed, many JNT employees are affected and have been laid off. Even many live hosts are also affected by the impact #trade minister <a href="https://t.co/5ONiBvtDnH%E2%80%9C">https://t.co/5ONiBvtDnH“</a></td>
<td>Negative</td>
</tr>
<tr>
<td>I strongly support the banning of TikTok Shop so that the merchants in Cimol Gede Bage Market can prosper again... 😆 <a href="https://t.co/hyNfcirUmE">https://t.co/hyNfcirUmE</a></td>
<td>Positive</td>
</tr>
</tbody>
</table>

The next preprocessing stage is carried out within the document from data, namely:

1) Transform Cases
In this process, all capital letters can be converted uniformly to lowercase characters, or vice versa [11]. In this research, words containing uppercase letters will be converted to lowercase (TABLE 3).

### TABLE 3
Transform cases result

<table>
<thead>
<tr>
<th>Input</th>
<th>Output</th>
</tr>
</thead>
<tbody>
<tr>
<td>Because TikTok Shop is closed, many JNT employees are affected and have been laid off. Even many live hosts are also affected by the impact</td>
<td>because tiktok shop is closed, many jnt employees are affected and have been laid off, even many live hosts are also affected by the impact</td>
</tr>
<tr>
<td>I strongly support the banning of TikTok Shop so that the merchants in Cimol Gede Bage Market can prosper again...</td>
<td>i strongly support the banning of tiktok shop so that the merchants in cimol gede bage market can prosper again...</td>
</tr>
</tbody>
</table>

2) Tokenize
In this process, the string is divided into words, which are called tokens (TABLE 4). There are two tokenization processes, the first is to remove emojis from the dataset, and the second is to split sentence datasets into words[7], [11], [15].

### TABLE 4
Tokenize and filter token result

<table>
<thead>
<tr>
<th>Input</th>
<th>Output</th>
</tr>
</thead>
<tbody>
<tr>
<td>because tiktok shop is closed, many jnt employees are affected and have been laid off. even many live hosts are also affected by the impact</td>
<td>[‘because’ ‘tiktok’ ‘shop’ ‘closed’ ‘many’ ‘jnt’ ‘employees’ ‘are’ ‘affected’ ‘and’ ‘have’ ‘been’ ‘laid off’ ‘even’ ‘live’ ‘hosts’ ‘also’ ‘the’ ‘impact’ ‘strongly’ ‘support’ ‘banning’ ‘that’ ‘merchants’ ‘cimol’ ‘bage’ ‘gede’ ‘market’ ‘can’ ‘prosper’ ‘again’]</td>
</tr>
<tr>
<td>I strongly support the banning of tiktok shop so that the merchants in cimol gede bage market can prosper again...</td>
<td>[‘because’ ‘tiktok’ ‘shop’ ‘closed’ ‘jnt’ ‘employees’ ‘laid off’ ‘live’ ‘host’ ‘affected’ ‘support’ ‘banned’ ‘merchants’ ‘cimol’ ‘bage’ ‘gede’ ‘market’ ‘prosper’]</td>
</tr>
</tbody>
</table>

3) Filter Token by Length
This process involves determining the maximum and minimum token lengths (TABLE 5). In this study, the minimum token length is set to 3 letters, and the maximum token length is set to 25 letters[11].

### TABLE 5
Tokenize and filter token result

<table>
<thead>
<tr>
<th>Input</th>
<th>Output</th>
</tr>
</thead>
</table>

4) Filter Stopword
This process eliminates non-essential or meaningless words such as "what", "how", "is", etc[7], [11]. The stopword dictionary utilized in this research is tala-stopword -Indonesia.

5) Stemming
Stemming is the process of removing affixes from words to produce their base form[7], [11]. The stemming dictionary utilized in this research is Sastrawi.

### D. TF-IDF VECTORIZER
After the preprocessing is complete [6], [7], [11], the dataset will be transformed into vector form using RapidMiner with the "Process Document from Data" feature, selecting the TF-IDF vector creation parameter. Various algorithms can be applied to the dataset once it has been transformed into vector form[7]. All words are extracted and weighted according to their frequency of occurrence. TF-IDF calculation formula is given by Eq. (1) [7], [11].

\[
TF - IDF = \frac{p}{q} \times \log \left( \frac{r}{s} \right)
\]  

where \( p \) indicates number of times appears in documents, \( q \) is total number terms in documents, \( r \) shows number of documents under consideration, and \( s \) indicates number of documents that contain the keyword.

### E. DATA SPLITTING
Splitting data is the process of dividing a dataset into two parts, namely training data and testing data. Previous studies proposed training and testing data ratios of (70:30) or (80:20) to obtain landslide datasets, while for soil residual strength prediction, the ratios used were (70:30), (80:20), and (90:10).
[16]. In a previous study, increasing the Training Set Size (TSS) from 30% to 90% resulted in improved and more stable performance of the training data[17]. Therefore, a data split ratio of 90:10 was chosen for this research (TABLE 6).

<table>
<thead>
<tr>
<th>TABLE 6</th>
<th>Data splitting result</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Positive</td>
</tr>
<tr>
<td>Training Without Smote</td>
<td>510</td>
</tr>
<tr>
<td>Testing Without Smote</td>
<td>57</td>
</tr>
<tr>
<td>Training With Smote</td>
<td>951</td>
</tr>
</tbody>
</table>

F. SMOTE
Synthetic Minority Oversampling Technique (SMOTE) is a statistical technique aimed at augmenting minority class data to achieve balance within the dataset [18], [19], [20]. Two experiments were conducted during this phase. The first experiment did not use SMOTE, followed by the second experiment employing SMOTE. The objective here is to assess SMOTE’s effectiveness in balancing data. Initially, based on the oversampling rate N, this process chooses N samples for every minority class case from K neighbouring samples belonging to minority classes. Following that, the SMOTE model generates N fresh instances according to Eq. (2) for a minority class. Finally, it integrates these newly created instances with the existing datasets.

\[ x_{new} = x + r \cdot \text{rand}(0,1) \times (y[i] - x) \]  

where i is 1, 2, ..., N, rand(0,1), random numbers between 0 and 1 are represented by the expression. \( x_{new} \) denotes the newly generated instance, while x represents an instance from the minority class. The term \( y[i] \) refers to the neighbour of x that is closest to i.[20], [21]

G. CROSS VALIDATION
Cross-validation is a technique widely used by researchers to evaluate the performance of classifiers, by randomly selecting between training and testing data samples and grouping data that have as much in common as the specified K value [22]. A common value for K is between 5 and 10 [23]. In this study, the value of K is determined to be 10.

H. SUPPORT VECTOR MACHINE (SVM)
Support Vector Machine (SVM) is a machine learning method that constructs a hyperplane between positive and negative classes in a field, then uses it for classification [7], [24]. SVM are based on the definition of a hyperplane, which is given by Eq. (3) [25], [26].

\[ \omega \cdot x + b = 0 \]  
\[ y[i] \cdot (\omega \cdot x[i] + b) \geq 1 \]  

the weight vector (\( \omega \)) is orthogonal to the hyperplane, and the bias term (b) specifies the hyperplane's offset from the origin. SVMs minimise \( \frac{1}{2} ||\omega||^2 \) for all data points, subject to the limitations given in Eq. (3). The class labels are denoted by \( y[i] \), and \( x[i] \) represents the list of x. This research use dot product or linear kernel parameters. The SVM formula goes as follows Eq. (5):

\[ K (x, y) = x \cdot y \]  

In SVM, K is the kernel, while x and y are data points that make up a vector reflecting classification results [25], [27].

I. DECISION TREE
Decision Tree is a machine learning model for classification through inductive learning from known class data, presenting a structure similar to a tree with leaf nodes serving as class labels and internal nodes indicating prediction results [10]. Decision Tree takes a top-down approach to divide a data subset, and a variable and splitting boundary are selected at each stage of the process. Then, the dataset is repeatedly divided into pure subsets based on the impurity measure. The Decision Tree defines the goodness of split as the difference between the degree of impurity before and after division. Therefore, a greater purity in the divided data results indicates a higher goodness in the split. As a result, the data set is split through division boundary R with the highest goodness of split defined as (Eq. (6)):

\[ G(T, R) = I(T) - I(T | R) \]  

where T is a set of the training example, G(T, R) indicates the goodness of split when the training set T is divided by R and I(T ) and I(T | R) indicate the impurities before and after division based on the division boundary. Decision Tree applies its goodness of split criteria to each split point and evaluates the reduction in the impurity. Then, Decision Tree selects the best split point of the variable in which the reduction in the impurity is the highest[28].

Decision Tree has impurity metrics that can be used to determine the splitting boundary. The impurity metrics are defined according to informatics and statistical approaches, such as the Information gain, Gini Index, gain ratio, distance measure[28], [29]. This research using Gini index because is one of the representative indices for measuring the impurity of data[28]. The following is the Decision Tree with the gini_index calculation (Eq. (7)):

\[ G(n) = 1 - \sum_{c=1}^{C} p_i^2 \]  

where G(n) is the Gini-impurity at node n and Pi specifies the proportion of observed class c at node n[7].

J. RANDOM FOREST
Random Forest is a machine learning algorithm belonging to the ensemble category consisting of numerous decision trees trained and each tree carrying bootstrapped, or commonly known as out-of-bag observations, samples for every observation[30]. For each instance, the Random Forest learning algorithm calculates an overall score by comparing actual observations against predictions derived from untrained subtree sets utilizing the specific observation, this overall score serves as a measure of Random Forest's
The Random Forest algorithm's formula is used in Eq. (8) [25], [27].

\[ Gini(S) = 1 - \sum p_i^2 k \ i = 1 \]  

where \( p_i \) is the probability of \( S \) belonging to class \( i \), and \( k \) is the dataset's number of classes or categories. \( p_i \) represents the proportion of data belonging to a specific class or group. The algorithm includes the following phases. [25], [31], [32]:

1. Take random samples from the database.
2. Create a decision tree for every sample. Obtain predictions from each decision tree.
3. Count the frequency of results in each class.
4. Choose the most frequent result as the final projection.

**K. DEEP LEARNING (H2O)**

H2O is a framework used to enable data processing and model evaluation, which has many machine learning libraries, as well as an engine for parallel processing, mathematical libraries, analysis, and deep learning with fast and scalable algorithms, while Deep Learning is an algorithm that is effective by analyzing complex problems, it is closely related to Artificial Intelligence and tries to imitate what the human brain can do, with the concept that the more the amount of data/layers, the higher the level of depth [33], [34]. The Deep Learning framework (H2O) can prevent overfitting [34].

Deep Learning(H2O) has three activation functions: Tanh, Rectified Linier, and Maxout. In this study, the function employed is Rectified Linier. Rectifier is a popular choice for activation functions in Deep Learning since it is simple, computationally efficient, and performs well in most circumstances [35]. This activation function is also ReLU (Rectified Linier Unit. Here's the formula and explanation for Rectifier in the context of Deep Learning with H2O (Eq. (9)):

\[ f(\alpha) = \max(0, \alpha) \]  

The activation function’s output is denoted by \( f(\alpha) \), while its input is \( \alpha \). When the input \( \alpha \) is positive, the output is the same as the input; when the input is negative, the output remains zero [34].

**L. EVALUATION**

This research uses a confusion matrix to determine accuracy, precision, recall, and AUC (FIGURE 4). The accuracy, precision, and recall formula is used in the Eqs. (10), (11), and (12) [7], [30], [36]

\[ \text{Accuracy} = \frac{(TP+TN)}{(TP + FP + FN + TN)} \]  

\[ \text{Precision} = \frac{TP}{(TP + FP)} \]  

\[ \text{Recall} = \frac{TP}{(TP + FN)} \]

Accuracy is the number of samples that are correctly classified against the total number of samples [8]. Precision is the number of True Positive (TP) samples predicted by the total number of positive prediction samples [11](Eq. (11)). Recall is the number of correctly classified positive samples True Positive (TP) to the total number of positive samples [37](Eq. (12)).

Dataset is imbalance, and accuracy can provide false information or predictions about the dataset [38]. Accuracy and the F1 score only show the value at one threshold point that reflects the probability and does not cover the entire case. Accuracy, precision, and recall are only used as support and are not considered for the evaluation. This research will focus on the AUC value because it can describe the overall calculation of operator points [39].
Area Under the Curve (AUC) is a calculation used in various tasks, such as learning unbalanced data, learning to rank, and other things that cover the whole point [40]. The AUC interpretation criteria are > 0.5 - 0.6 (very weak), > 0.6 - 0.7 (weak), 0.7 - 0.8 (medium), 0.8 - 0.9 (good), and 0.9 - 1 (excellent)[41].

III. RESULTS
This section presents the performance of models for TikTok Shop closure sentiment analysis in Indonesia, using SVM, Decision Tree, Random Forest, and Deep Learning (H2O).

A. SUPPORT VECTOR MACHINE (SVM) PERFORMANCE
After performing preprocessing and vectorization steps, the SVM classification model was implemented based on Java with kernel dot type[24]. The accuracy, precision, recall, and AUC values are 80.37%, 96.30%, 45.61%, and 0.881 respectively, for SVM classification without SMOTE, while for SVM + SMOTE they are 77.91%, 63.64%, 85.96%, and 0.885.

B. DECISION TREE PERFORMANCE
Decision Tree uses the same Gini criteria as previous research [7]. The accuracy, precision, recall, and AUC values are 74.23%, 100%, 26.32%, and 0.646 respectively, for Decision Tree classification without SMOTE, while Decision Tree + SMOTE is 67.48%, 57.69%, 26.32%, and 0.591.

C. RANDOM FOREST PERFORMANCE
Random Forest uses the same parameters as the Decision Tree, namely the Gini criterion[7]. The accuracy, precision, recall, and AUC values are 65.03%, 0.00%, 0.00%, and 0.830 respectively for Random Forest classification without SMOTE, while for Random Forest + SMOTE, they are 79.14%, 87.10%, 47.37%, and 0.822.

D. DEEP LEARNING (H2O) PERFORMANCE
Deep Learning (H2O) is set at epoch 10 to adjust the K value in cross-validation [34]. The accuracy, precision, recall, and AUC values are 80.98%, 78.95%, 70.31%, and 0.867 respectively for Deep Learning (H2O) classification without SMOTE, while for Deep Learning (H2O) + SMOTE are 85.28%, 75.38%, 85.96%, and 0.900. From the research results, the best performance value of the model built with three classification algorithms can be determined by the AUC value. The results of the above research are presented in TABLE 7, which displays the optimal performance of the models built using SVM, Decision Tree, Random Forest, and Deep Learning (H2O) algorithms.

TABLE 7
Result in different machine learning method classification

<table>
<thead>
<tr>
<th>Machine Learning Methods</th>
<th>Accuracy</th>
<th>Precision</th>
<th>Recall</th>
<th>AUC</th>
</tr>
</thead>
<tbody>
<tr>
<td>SVM</td>
<td>80.37%</td>
<td>96.30%</td>
<td>45.61%</td>
<td>0.881</td>
</tr>
<tr>
<td>SVM + SMOTE</td>
<td>77.91%</td>
<td>63.64%</td>
<td>85.96%</td>
<td>0.885</td>
</tr>
</tbody>
</table>

FIGURE 5 shows the comparison of the best six model's performances based on AUC score. This comparison shows that the Deep Learning (H2O) + SMOTE algorithm model outperforms the other five models. In addition to SVM, Random Forest, and Deep Learning algorithms can be further developed for sentiment analysis. In contrast, the Decision Tree model did not show satisfactory performance in sentiment analysis of TikTok Shop closures in Indonesia.

IV. DISCUSSION
The performance of the sentiment analysis model built with Deep Learning (H2O) is affected by data splitting and oversampling. The best performance of this model is obtained when using the amount of data that has been added due to data oversampling.

Oversampling data does not affect the sentiment analysis model built using Decision Tree and Random Forest algorithms. TABLE 7 shows a decrease in model performance compared to without oversampling data. TABLE 8 shows a comparison of the performance of the model built in this study with the performance of models from previous studies. Previous studies used Twitter and Kaggle datasets with different amounts and topics of data. The best performance of previous studies used a model built with a Support Vector Machine (SVM) with an AUC value of 0.872 and a total amount of data of 17189 [6].
TABLE 8
Previous research on sentiment analysis

<table>
<thead>
<tr>
<th>Research</th>
<th>Data Count</th>
<th>Classification</th>
<th>AUC</th>
</tr>
</thead>
<tbody>
<tr>
<td>[6]</td>
<td>17189</td>
<td>SVM</td>
<td>0.872</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Decision Tree</td>
<td>0.807</td>
</tr>
<tr>
<td>[7]</td>
<td>1000</td>
<td>Random Forest</td>
<td>0.732</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Decision Tree</td>
<td>0.704</td>
</tr>
<tr>
<td>Our</td>
<td>1624</td>
<td>SVM</td>
<td>0.881</td>
</tr>
<tr>
<td>Research</td>
<td>SVM + SMOTE</td>
<td></td>
<td>0.885</td>
</tr>
<tr>
<td></td>
<td>Decision Tree</td>
<td></td>
<td>0.646</td>
</tr>
<tr>
<td></td>
<td>Decision Tree + SMOTE</td>
<td></td>
<td>0.591</td>
</tr>
<tr>
<td></td>
<td>Random Forest</td>
<td></td>
<td>0.830</td>
</tr>
<tr>
<td></td>
<td>Random Forest + SMOTE</td>
<td></td>
<td>0.822</td>
</tr>
<tr>
<td></td>
<td>Deep Learning (H2O)</td>
<td></td>
<td>0.867</td>
</tr>
<tr>
<td></td>
<td>Deep Learning (H2O) + SMOTE</td>
<td></td>
<td>0.900</td>
</tr>
</tbody>
</table>

A comparison between the two previous studies shows that the method proposed in this study has the potential to outperform or achieve similar results to previous studies. SVM and Deep Learning (H2O) achieve greater AUC values in this study than in the previous one [6] with more data than in [7], SVM, Deep Learning (H2O), and Random Forest get greater AUC values in this study. As a result, using 1624 data, which is significantly less than the 17189 data in the research [6]and more than 1000 data in the study [7], SVM, Deep Learning (H2O), and Random Forest with and without SMOTE perform better.

This research introduces the Deep Learning (H2O) algorithm as a new aspect of sentiment analysis research and incorporates the use of the Python programming language for crawling data, manually labeling, and using RapidMiner tools to facilitate the preprocessing process until the evaluation stage.

However, this research has limitations and shortcomings. Oversampling of data carried out only increases the AUC value in the Deep Learning (H2O) and SVM algorithms, but instead decreases the AUC value in the Decision Tree and Random Forest algorithms. The less-than-optimal performance of sentiment analysis of TikTok Shop closures in Indonesia is due to the problem of unbalanced data and the relatively small amount of data. Table IX also indicates poor performance of the Decision Tree with 1624 data in this analysis, which is significantly less than 17189 data in the study[6] and more than 1000 data in the study[7].

The sentiment analysis model developed in this research will have significant implications for social e-commerce due to its potential utilization by social media analysts. Applying this method allows social media analysts to determine user comfort with a platform, by reviewing the community's response to the platform and the cases that are being faced by the platform.

V. CONCLUSION
Data obtained from Twitter regarding the closure of TikTok Shop in Indonesia is considered unstructured and requires weighting (TF-IDF) to produce structured data suitable for machine learning algorithms. It was also discovered that the dataset was not balanced therefore, oversampling with SMOTE was required to address these problems, and dividing data was utilized to divide training data and testing data with a ratio of (90:10). With the number of 1624, which is less than 17189 and more than 1000, the best algorithm performance is SVM, Random Forest and Deep Learning (H2O). Unlike the Decision Tree, the more datasets, the more performance will also increase.

To determine if SMOTE is an efficient method for dealing with data imbalances, prediction models with and without SMOTE are treated. Thus, this research includes six prediction model developments that use three different machine learning algorithms: Support Vector Machine (SVM), Decision Tree, Random Forest, and Deep Learning (H2O). SMOTE was able to improve the performance of Support Vector Machine and Deep Learning (H2O) algorithms, but not Decision Tree and Random Forest algorithms. Support Vector Machine's AUC of 0.881 increased to 0.885. Deep Learning (H2O) increased from 0.867 to 0.900. Decision Tree decreased from 0.646 to 0.591, and Random Forest also decreased from 0.830 to 0.822. It can be concluded that the best model for this research is Deep Learning (H2O) + SMOTE with an AUC value that can enter the excellent category.

This research still has some limitations when viewed from perspective of the performance of the model, which produces an AUC value below 0.7. This sub-optimal model performance can be caused by the model being built using a small amount of data.

Given these limitations and shortcomings, it is recommended that further research be conducted to gather fresh data that includes minority class data, ensuring that the dataset is balanced and has more information. Furthermore, future researchers should investigate the use of classification approaches with other algorithms or suggest ways to improve the present algorithms in this study's sentiment analysis index.
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