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ABSTRACT Baby cries contain patterns that indicate their needs, such as pain, hunger, discomfort, colic, or fatigue. This 

study explores the use of Convolutional Neural Network (CNN) architectures for classifying baby cries using Mel Spectrogram 

images. The primary objective of this research is to compare the effectiveness of various CNN architectures such as VGG-16, 

VGG-19, LeNet-5, AlexNet, ResNet-50, and ResNet-152 in detecting baby needs based on their cries. The datasets used include 

the Donate-a-Cry Corpus and Dunstan Baby Language. The results show that AlexNet achieved the best performance with an 

accuracy of 84.78% on the Donate-a-Cry Corpus dataset and 72.73% on the Dunstan Baby Language dataset. Other models 

like ResNet-50 and LeNet-5 also demonstrated good performance although their computational efficiency varied, while VGG-

16 and VGG-19 exhibited lower performance. This research provides significant contributions to the understanding and 

application of CNN models for baby cry classification. Practical implications include the development of baby cry detection 

applications that can assist parents and healthcare provide.  

INDEX TERMS baby cry sound detection, Convolutional Neural Network, Mel Spectrogram, audio classification

I. INTRODUCTION 

Meeting a baby's needs is a top priority in childcare, where 

understanding and responding to their cries is key. However, 

distinguishing the reasons behind a baby's cry is often 

challenging, especially for new parents [1]. Baby cries contain 

patterns that indicate their needs, such as pain, hunger, 

discomfort, colic, or fatigue [2]. Accurately classifying these 

cries, however, remains difficult, particularly for parents who 

may struggle to discern the specific reason for their baby's 

distress. This difficulty underscores the need for reliable 

methods to automatically identify the meaning behind infant 

cries. 

Baby crying is one of the most basic and primary forms of 

communication for a baby. Given that babies are not yet able 

to use verbal language to express their wants and needs, crying 

becomes a vital tool to convey messages to adults around 

them. Crying can reflect various conditions and needs of the 

baby, ranging from hunger, pain, discomfort, to the need for 

attention and emotional warmth. 

Sometimes babies cry also to seek attention, because they 

begin to understand feelings, sounds, smiles, and also eye 

contact. Crying is also a form of communication from the baby 

to the people around them. Understanding the meaning of a 

baby's cry has a significant impact not only on the well-being 

of the baby, but also on the well-being of parents and 

caregivers. The inability to interpret a baby's cry accurately 

can cause stress and confusion for parents, which in turn can 

affect the quality of care provided to the baby. 

Infant development is a complex and dynamic process, 

involving various physical, cognitive, emotional, and social 

aspects. Infant crying is essential for healthy emotional and 

cognitive development. Warm and loving interactions 
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between infants and caregivers help to form a strong 

foundation for a sense of security and self-confidence in 

infants. A safe and stimulating environment allows infants to 

explore the world around them and develop motor and 

cognitive skills. 

In addition, community support and access to quality 

health services also contribute positively to infant 

development. A holistic approach to caring for and supporting 

infant development. By providing comprehensive attention to 

the physical, emotional, and cognitive needs of infants, we can 

ensure that they grow into healthy, happy, and competitive 

individuals. Therefore, it is necessary to continue to develop 

effective strategies and interventions to support the holistic 

development of infants [3]. One way to achieve this is by 

recognizing baby cries with the assistance of Machine 

Learning [14].  

In recent years, advances in voice processing technology 

and machine learning have opened up significant 

opportunities to address this challenge. Machine learning 

(ML) has become a crucial milestone in technological 

development, enabling computers to learn from data 

automatically [4]. Convolutional Neural Networks (CNNs), a 

dominant approach in ML, have demonstrated remarkable 

success in various fields, including image processing, facial 

recognition, and, importantly, sound classification [5], [6], [7]. 

In sound processing, CNNs have proven highly effective in 

tasks such as music classification, speech recognition, and 

audio signal detection [8], [9], [10]. Their application to baby 

cry analysis represents a significant breakthrough in our ability 

to understand and respond to babies' needs based on their 

vocal expressions [9]. 

Through learning from data, CNNs can extract relevant 

features from baby cries and identify patterns that are difficult 

to recognize manually [11]. Besides using CNNs, other 

machine learning methods such as Support Vector Machine, 

Random Forest, and Naïve Bayes can also be used to identify 

baby cries [14] . However, compared to CNNs, these methods 

have shown results that are still below those of CNNs in other 

studies [36],[42]. Thus, using CNNs to classify baby cries 

represents a significant breakthrough in efforts to understand 

and respond to babies' needs based on their vocal expressions 

[9]. The difference between this study and previous research 

lies in the use of various CNN architectures to classify baby 

cries using Mel Spectrogram images, whereas previous studies 

have not specifically compared the performance of different 

CNN architectures for this task. 

Previous research has shown that CNNs are effective in 

detecting baby cries in audio data, although they tend to overfit 

on small datasets [12]. Selecting the appropriate model 

architecture can reduce the risk of overfitting and improve 

classification performance [13]. However, no study has 

systematically compared the performance of various CNN 

architectures in classifying baby cries using Mel Spectrogram 

images, a visual representation of audio signals well-suited for 

CNN analysis. 

Previous studies have compared the performance of 

various CNN architectures in sound processing but have not 

specifically examined baby cry classification [12]. Although 

there is research using CNNs to classify the meaning of baby 

cries, the use of Mel Spectrogram images has not been directly 

covered. Related studies also focus on other fields such as 

detecting COVID-19 based on cough sounds or retinal image 

classification, which are not directly relevant to classifying 

baby cries using Mel Spectrogram images [14], [15], [16]. 

Previous research [14] explains that from the audio of baby 

cries is considered unstructured and requires a feature 

extraction procedure to produce structured data suitable for 

machine learning algorithms. In [14] Mel Frequency Cepstral 

Coefficients (MFCC) serves as the basis for feature extraction 

techniques, with various coefficient values used to process 

baby cry audio covering a range of 1 to 7 seconds. 

More specific research is needed to explore the 

effectiveness of different CNN architectures in classifying 

baby cries using Mel Spectrogram images. The aim of this 

research is to provide a deeper understanding of the 

capabilities of CNN architectures in detecting and responding 

to babies' needs based on their cries. This study will test the 

performance of several CNN architectures, including VGG-

16, VGG-19, LeNet-5, AlexNet, ResNet-50, and ResNet-152, 

in the task of classifying baby cries. The novelty of this 

research is expected to provide better insights into how to 

optimally use CNNs to support the health and well-being of 

babies, as well as reduce parents' stress and anxiety. 

This study contributes to research provides significant 

contributions to the understanding and application of CNN 

models for baby cry classification. Practical insights for 

developing more accurate and reliable baby cry detection 

applications, potentially improving childcare practices and 

supporting parents. Not only that, this study also contributes 

to providing understanding to parents, caregivers and people 

closest to the baby to know the meaning of the baby's cry. So 

that it can help in determining effective actions to relieve 

crying or meet the baby's needs. This study also contributes to 

the field of education that is relevant to the baby's cry. So that 

this study can be a basis or material for further research.[17]. 

Based on the strengths of CNNs in sound classification 

tasks, we hypothesize that the detection of a baby's crying 

sound using these architectures and Mel Spectrogram images 

will yield superior results in classifying baby cries compared 

to other machine learning methods and traditional feature 

extraction techniques. The findings of this research have the 

potential to significantly impact the development of assistive 

technologies for parents and caregivers, ultimately 

contributing to the well-being of infants. 

II. MATERIAL AND METHODS 
Dunstan Baby Language is a theory proposed by Priscilla 

Dunstan that claims that babies have five basic types of cries 

that can be identified by different sounds, namely bellypain, 

burping, discomfort, hungry and tired. 

While the Donate-a-Cry Dataset is a collection of baby 

cry recordings collected from various sources with the aim 
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of training a machine learning model to classify types of 

baby cries. This dataset is often used to validate the Dunstan 

Baby Language theory or to develop a more accurate 

classification model. 

In this study, the methodology is comparison and divided into 

four main phases: data collection, data pre-processing, 

classification, and evaluation, as shown in FIGURE 1  

 
FIGURE 1 Research Flow 

This study uses two datasets, namely the Donate-a-Cry 

dataset and the Dunstan Baby Language dataset. This dataset 

contains recordings of baby cries with 5 types of cries, namely 

Bellypain, Burping, Discomfort, Hungry, and Tired. In the 

data pre-processing phase, the audio data is converted from 

MP4 to Wav and then the grouping process is carried out based 

on its label. 

In the feature extraction stage, the audio data is processed 

to obtain the Mel Spectrogram image to be used as data in the 

train and test model process to obtain evaluation results from 

the model used. Mel Spectrogram Feature Extraction converts 

audio signals into visual representations that capture 

frequency information over time.  

In this study, we propose the use of Mel spectrogram, a 

transformation that details the frequency composition of a 

signal over time. This is because it can produce an image 

representation of an audio signal, Mel spectrogram is the input 

to our machine learning model. This allows us to use well-

researched image classification techniques[18]. 

A. DATASET 

In this study, two datasets were used: the Donate-a-cry-corpus 

Dataset and the Dunstan Baby Language Dataset. The 

“Donate-a-cry-corpus” dataset is one of the data sources in this 

research, obtained from the official GitHub repository 

(https://github.com/gveres/donateacry-corpus). Several 

studies that have used this dataset include [19], [20], [21]. This 

dataset has five class labels: Bellypain, Burping, Discomfort, 

Hungry, and Tired. The label distribution of this dataset can 

be seen in TABLE 1. The total recordings in this dataset are 

457 audio recordings, each lasting 7 seconds and formatted as 

WAV files. 
TABLE 1  

Donate a cry corpus Dataset Distribution. 

Label Quantity 

belly-pain 16 

Burping 8 

Discomfort 27 

Hungry 382 

Tired 24 

Total 457 

The “Dunstan Baby Language” dataset originates from the 

research and observations conducted by Priscilla Dunstan, a 

child development expert. Previous studies that have used this 

dataset include [22], [23], [24]. This dataset also has five class 

labels: Bellypain, Burping, Discomfort, Hungry, and Tired. 

The details of this dataset can be seen in TABLE 2. The total 

data in this dataset comprises 156 recordings, with durations 

ranging from 1 to 26 seconds. The variation in recording 

lengths is due to the manual data collection process by the 

researcher, which involved extracting segments from Priscilla 

Dunstan's videos that illustrate examples of baby cries for each 

label. 
TABLE 2 

Dunstan Baby Language Dataset Distribution 

Label Quantity 

belly-pain 20 
Burping 26 

Discomfort 27 

Hungry 45 
Tired 38 

Total 156 

B. PREPROCESSING  

Preprocessing is the initial step taken to prepare raw data into 

a more structured and clean form before entering the analysis 

or modeling stage in machine learning and data mining 

processes [25]. The main objective of preprocessing is to 

enhance the quality of the data and ensure that it is ready for 

use in predictive models, thereby making the analysis or 

modeling results more accurate and reliable. An illustration of 

the Waveplot of the data can be seen in FIGURE 2 

For the Donate-a-cry-corpus dataset, preprocessing 

involved converting audio files into Mel-Spectrogram images. 

The image dimensions of the Mel-Spectrograms were adjusted 

to match the default size required by the CNN architectures to 

be used. After transforming the audio into Mel-Spectrogram 

images, the dataset was split into training and testing data 

using a stratified technique to ensure proper distribution of 

data across each class. The data split ratio was 90% for training 

and 10% for testing. 

For the Dunstan Baby Language dataset, preprocessing 

began by collecting videos from Priscilla Dunstan that explain 

and demonstrate various types of baby cries along with 

examples. These videos were then segmented according to 

their respective labels, resulting in varying video lengths from 

1 second to 26 seconds. After segmentation, the video data 

was converted into WAV format, followed by transformation 

into Mel-Spectrogram images. The image dimensions of the 

Mel-Spectrograms were adjusted to match the default size 
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required by the CNN architectures to be used. This dataset was 

also split into training and testing data using a stratified 

technique to ensure proper distribution of data across each 

class. The data split ratio was 90% for training and 10% for 

testing. 

C.  MEL-SPECTROGRAM 

A Mel Spectrogram is a visual representation of the frequency 

spectrum of an audio signal over time, designed to mimic 

human hearing. In the context of analyzing sounds, including 

infant cries, a Mel Spectrogram provides invaluable 

information about the frequency and temporal characteristics 

of the signal. Each type of infant cry has different frequency 

and temporal characteristics. A Mel Spectrogram is able to 

capture these subtle differences, and can be used to distinguish 

between types of cries (e.g., hunger, pain, or discomfort). By 

analyzing patterns in a Mel Spectrogram, machine learning 

algorithms can be trained to classify infant cries with high 

accuracy [26]. 

According to the image, a spectrogram is a visual 

representation of the frequency spectrum of a signal. 

Spectrograms can be formed using the Fourier Transform. A 

spectrogram is defined as the magnitude of the square of the 

STFT, giving the sound power for a given frequency and time 

in the third dimension. After that, each part will be adjusted to 

the vertical line in the image, which is a comparison of 

magnitude with frequency in a given time. After that, the 

spectra will be plotted side by side to form an image[5]. Mel 

spectrogram has better sound signal information compared to 

others. In addition, the use of Mel spectrogram can avoid cost 

computation due to complex calculations [27]. 

The spectrogram was chosen because of its compatibility 

with the human auditory system in perceiving logarithmic 

frequencies. In addition, the use of mel-spectrograms 

generally provides better performance than other audio 

representations when used as input to audio problems 

involving deep learning[28]. 

A Spectrogram is a two-dimensional image that displays 

changes in sound intensity across various frequencies over 

time, obtained through the Fast Fourier Transform (FFT) on 

multiple signal windows. The FFT is an algorithm that 

computes the Discrete Fourier Transform (DFT) of a 
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FIGURE 2 The sound wave for baby a) crying burping, b) cry bell-pain, c)cry discomfort, d)cry hungry, and e) cry tired 

https://jeeemi.org/index.php/jeeemi/index


Journal of Electronics, Electromedical Engineering, and Medical Informatics 
Multidisciplinary: Rapid Review: Open Access Journal                                Vol. 6, No. 4, October 2024, pp: 355-369;  eISSN: 2656-8632 

Homepage: jeeemi.org                                                                                                                                                                                                              359               

sequence, transforming a signal from its original time domain 

into a frequency domain representation. [29], [30]. The DFT 

formula are given in equation (1) 

𝑋[𝑘] =  ∑ 𝑥[𝑛] ∙  𝑒−𝑗2𝜋𝑘𝑛/𝑁𝑁−1
𝑛=0    (1) 

where 𝑥[𝑛] is the input signal, 𝑋[𝑘] is the DFT result, 𝑁 is the 

number of points in the DFT, 𝑗 is the imaginary unit, and 𝑘 is 

the index of the output frequency component. The result is a 

collection of frequency spectra interconnected and represented 

with color or brightness scales, where higher sound intensity 

is displayed brighter or with stronger colors. Mel-Spectrogram 

is a type of spectrogram where the frequencies are adjusted to 

the Mel frequency scale, which is more aligned with human 

auditory sensitivity, being more responsive to changes in low 

frequencies compared to high frequencies [31]. The 

conversion from frequency f (in Hz) to the Mel scale m is given 

by the formula (2):  

𝑚 =  2595 × 𝑙𝑜𝑔10(1 +
𝑓

700
)   (2) 

Some studies that have used Mel-Spectrogram for 

classification include research by  [32], [33], [34], [35]. 

 
D. CONVOLUTIONAL NEURAL NETWORK 

Convolutional Neural Network (CNN) is a type of artificial 

neural network architecture that has been very successful in 

processing visual data. CNNs are designed to recognize 

patterns in image data in a way that is similar to how the 

human brain processes visual information. In the context of 

infant crying research, CNNs can be used to extract important 

features from the Mel Spectrogram of infant cries, which can 

then be used for classification or detection.  

Convolutional Neural Network (CNN) can automatically 

learn to extract the most relevant features from the Mel 

Spectrogram, without the need for manual feature extraction. 

NNs can be trained to classify the type of infant cry into 

categories, such as hunger, pain, or discomfort. 

Convolutional Neural Network (CNN) is a deep learning 

architecture highly effective for image data analysis [14]. 

CNN consists of multiple hidden layers involving 

convolutional, pooling, and fully-connected layers, which 

progressively extract features from input images as seen in 

FIGURE 3[37].  

The Convolutional Layer functions to extract features 

from input images using filters or kernels [38]. The 

convolution operation can be represented on Equation (3):  

𝐼𝑖
𝑙 = (∑ 𝐼𝑗

𝑙−1
𝑗 ⊗ 𝑤𝑖𝑗

𝑙 + 𝑏𝑖
𝑙)   (3) 

where 𝐼𝑖
𝑙 is the output with mxn size, ⊗ indicates convolution 

operator, 𝑤𝑖𝑗
⬚ represents convolution kernels and 𝑏𝑖

⬚is bias 

value [39]. Each filter scans the entire image by sliding the 

filter window across the image, producing feature maps that 

identify basic patterns such as edges, lines, and textures [40]. 

The main function of the convolutional layers is to detect 

various visual elements in the image that can be used for 

further classification. 

Each filter scans the entire image by sliding the filter 

window across the image, producing feature maps that identify 

basic patterns such as edges, lines, and textures [41]. The main 

function of the convolutional layers is to detect various visual 

elements in the image that can be used for further 

classification. 

The Pooling Layer is responsible for reducing the 

dimensionality of the feature maps from the convolutional 

 
FIGURE 3. Default CNN Architecture  
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layer while retaining important information. Commonly used 

techniques include max pooling and average pooling [42]. 

Max pooling takes the maximum value from each region 

defined by the pooling filter, while average pooling takes the 

average value from that region [43]. The formulas for max 

pooling and average pooling are given in Equations (4) and 

(5): 

𝑃𝑀𝑎𝑥 = 𝑚𝑎𝑥 (𝑥1, 𝑥2, … , 𝑥𝑛)   (4) 

𝑃𝑎𝑣𝑔 =
1

𝑛
∑ 𝑥𝑖

𝑛
𝑖=1      (5) 

𝑃𝑀𝑎𝑥   is the maximum value from the pooling region  

𝑥1, 𝑥2, … , 𝑥𝑛. And 𝑃𝑎𝑣𝑔  is the average of the values 𝑥𝑖 in the 

pooling region with  𝑛 being the number of value. Pooling 

helps reduce the number of parameters and computations 

required, as well as handling small translations in the image, 

making the model more efficient and robust to variations in 

object positions within the image [44].  

The Fully Connected Layer functions to combine all the 

features extracted by the previous layers and produces the 

final output used for classification [45]. Each neuron in this 

layer is connected to all neurons in the previous layer, 

allowing combinations of various features to form the final 

representation of the image. The output of a fully connected 

neuron is computed on formula (6): 

𝑦𝑗𝑘(x) = 𝑓(∑ 𝜔𝑗𝑘𝑥𝑖 + 𝑤𝑗0
𝑛𝐻
𝑖=1 )   (6) 

𝑦𝑗𝑘(𝑥) is the output of the neuron, 𝜔𝑗𝑘 is the weight 

corresponding to the input 𝑥𝑖, and 𝑛𝐻 is the number of inputs 

to the neuron. The function 𝑓 is a non-linear activation 

function applied to the linear combination. The bias 𝑤𝑗0 is  

added to this linear combination [46]. The fully connected 

layer is often followed by an activation function, such as 

softmax, which generates a probability distribution for each 

possible class, allowing the network to make accurate 

predictions or classifications [47].  

This study encompassed a comparative analysis of six 

widely-used CNN architectures to determine their 

effectiveness in baby cry classification. LeNet-5, a 

foundational CNN architecture known for its simplicity and 

efficiency, served as a baseline model. AlexNet, a deeper 

CNN that introduced key concepts like ReLU activation and 

dropout for improved performance, was also included in the 

comparison. VGG-16 and VGG-19, architectures recognized 

for their use of small convolutional filters and increased 

depth for enhanced feature extraction, were evaluated. 

Finally, ResNet-50 and ResNet-152, deep residual networks 

designed to address the vanishing gradient problem and 

enable the training of very deep models, were investigated to 

explore the impact of significant network depth on 

classification accuracy [12], [27], [28], [29]. These 

architecture have different input sizes, characteristics, and 

complexities, each with its own advantages and specific 

applications in image classification and pattern recognition, 

as shown more comprehensively in TABLE 3. 

E. CONFUSSION MATRIX 

The confusion matrix is a crucial tool in evaluating the 

performance of classification algorithms, especially when 

comparing their predictions with the actual values tested 

[48], [49]. In TABLE 4, there are four types of entries in the 

confusion matrix: True Positive (TP), False Positive (FP), 

True Negative (TN), and False Negative (FN). In the 

confusion matrix table, columns reflect the actual values 

while rows reflect the predictions made by the algorithm 

[50], [51], [52]. From the values of TP, FP, FN, and TN, we 

can calculate several important performance metrics. 

 

 

TABLE 4 
Confussion Matrix 

 Prediction 

Actual True False 

True TP FP 

False FN TN 

 

In this study, we focus on 4 performance metrics: 

Accuracy measures the extent to which an algorithm can 

correctly predict all cases, both positive and negative. It is 

calculated using the formula (7) :   

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝐹𝑃+𝐹𝑁+𝑇𝑁
    (7) 

TABLE 3 
Detail Architecture Convolutional Neural Network 

Architecture Input Size Convolutional 

Layers 

Pooling Layers Fully Connected 

Layers 

Residual Blocks Total Layers 

LeNet-5 32x32 3 2 2 - 7 

AlexNet 227x227 5 3 3 - 8 

VGG-16 224x224 13 5 3 - 16 

VGG-19 224x224 16 5 3 - 19 

ResNet-50 224x224 49 1 1 Yes 50 

ResNet-152 224x224 151 1 1 Yes 152 
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Recall also known as Sensitivity or True Positive Rate, 

measures the extent to which an algorithm can identify all 

true positive cases. It is calculated using the formula (8):   

Recall =
𝑇𝑃

𝑇𝑃+ 𝐹𝑁
     (8) 

Precision also known as Positive Predictive Value, provides 

information about how precise or accurate the algorithm is in 

classifying an instance as positive. It is calculated using the 

formula (9): 

𝑃𝑟𝑒𝑐𝑖𝑠𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃+𝐹𝑃
    (9) 

The F1 Score is a measure that combines Precision and 

Recall. It provides a single value that reflects the balance 

between these two metrics. It is calculated using the formula 

(10). 

𝐹1 𝑆𝑐𝑜𝑟𝑒 =
2 ×𝑃𝑟𝑒𝑐𝑖𝑠𝑠𝑖𝑜𝑛 ×𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑠𝑖𝑜𝑛+𝑅𝑒𝑐𝑎𝑙𝑙
   (10) 

III. RESULT 

In the Corpus-Donate-a-Cry dataset, data originally in .wav 

audio format is processed using the Librosa library from the 

Python programming language to obtain Mel-Spectrogram 

images. An example of the processed Corpus-Donate-a-Cry 

dataset can be seen on FIGURE 4  

For the Dunstan Baby Language dataset, which initially 

comes in the form of videos, trimming is performed first to 

group them according to their labels. The data is then 

converted into .wav format for further processing to obtain 

Mel-Spectrogram images using the same method as applied 

to the Donate-a-Cry dataset. An example of a Mel-

Spectrogram from the Dunstan Baby Language dataset can 

be seen on FIGURE 5 

After the preprocessing process, the data is then split into 

train and test sets with a ratio of 90% for training and 10% 

for testing. The splitting applies the stratify method to ensure 
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(e) 
FIGURE 4 The Mel Spectrogram of Donate-a-Cry-Dataset for baby a) crying bell-pain, b) crying burping, c) cry discomfort, d) cry hungry, and e) cry 

tired 
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that the class proportions in the training and testing datasets 

are the same as the class proportions in the overall dataset. 

Then, the classification process is performed using the 

proposed CNN architecture. The parameters of all 

experimental processes can be viewed in the provided 

documentation TABLE 5.  

 
TABLE 5 

Default Parameter Convolutional neural network 

Parameter  Value 

Batch size  8 

Epochs  50 

Learning Rate  0.0001 

Optimizer  Adam 

Activation  Relu 
Dropout Rate  0.5 

 

The classification process is conducted utilizing the 

proposed Convolutional Neural Network (CNN) 

architecture. Following this, the results are carefully 

evaluated to measure key performance metrics, including 

Accuracy, F1 Score, Precision, and Recall. These metrics 

provide a comprehensive understanding of the model's 

performance. The detailed classification outcomes are 

illustrated in TABLE 7, where each metric is clearly 

presented. Additionally, TABLE 6 offers a comparative 

analysis of the time required by each method, highlighting 

the efficiency of the CNN architecture in contrast to other 

approaches.  

 
TABLE 6 

Comparison Training Time (s)  process of CNN Architecture on Datasets 

Model 
Training Time (Second) 

Donate-a-Cry Dunstan Baby Language 

AlexNet 1180.35 542.28 

LeNet-5 (RGB) 12.04 7.04 

LeNet-5 (GrayScale) 13.2 11.38 

ResNet50 5883.62 2658.37 

ResNet50V2 5217.32 2668.15 

ResNet152 12863.46 5690.04 

ResNet152V2 14110.45 5334.54 

VGG16 3670 3544.22 

VGG19 9991.18 4568.42 
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(e) 
FIGURE 5 The Mel Spectrogram of Dunstan Baby Language Dataset for baby a) crying bell-pain, b) crying burping, c) cry discomfort, d) cry hungry, and e) 

cry tired 
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It can be observed from TABLE 7 that the highest accuracy 

on the Donate-a-Cry dataset was achieved when using the 

AlexNet method, which is 0.848, while the lowest accuracy 

was 0.804 when using the ResNet152V2 method. Other 

architectures obtained the same accuracy of 0.826. AlexNet 

also outperformed other methods in terms of F1 Score, 

Precision, and Recall. Regarding training time, LeNet-5 

(RGB) was the fastest with a time of 12.04 (s), and the 

slowest was ResNet152V2 with a time of 14110.45 (s). 

On the other hand, for the Dunstan Baby Language dataset, 

the highest accuracy performance was achieved by 

ResNet152V2 with an accuracy of 0.773, while the lowest 

was obtained by the VGG-19 method with an accuracy of 

0.273. Looking at the F1-Score, Precision, and Recall values, 

ResNet152V2 still outperformed the others, although the 

numbers are almost similar to AlexNet. In terms of time, 

LeNet-5(RGB) remained the fastest with a time of 7.04 (s), 

while the slowest was ResNet152 with a time of 5334.52 (s). 

In addition to the metrics of Accuracy, F1 Score, Precision, 

and Recall, we also evaluated the performance of the 

classifiers using confusion matrices. FIGURE 6 and 

FIGURE 7 show the confusion matrices for the CNN 

Architecture with Best and lack accuracy on  Donate-a-Cry 

dataset and the Dunstan Baby Language dataset, 

respectively. The confusion matrices reveal significant 

performance variations across the different CNN 

architectures and datasets. On the Donate-a-Cry dataset, both 

AlexNet  and ResNet-152V2 can FIGURE 6 demonstrated 

strong performance for the "hungry" class, accurately 

classifying the majority of samples. However, both models 

exhibited some misclassifications, particularly confusing 

"tired" cries for "hungry" and, in the case of ResNet-152V2, 

misclassifying all "belly-pain" instances. For the Dunstan 

Baby Language dataset FIGURE 7, ResNet-152V2 

performed relatively well, correctly identifying most 

samples from the "belly-pain," "burping," and "tired" 

classes. In contrast, VGG-19 exhibited poor performance, 

misclassifying all samples as "tired". 

 
(a) 

 
(b) 

 
FIGURE 6. The Confusion Matrix for Donate-a-Cry Dataset classification 
with CNN Architecture (a) AlexNet (b) ResNet-152V2 

TABLE 7  
Result Accuracy, F1 Score, Precission and Recall of CNN Architecture on Dataset 

Dataset Method Accuracy F1 Score Precission Recall 

Donate-a-Cry dataset 

AlexNet 0.848 0.785 0.741 0.848 

LeNet-5 (RGB) 0.826 0.747 0.682 0.826 

LeNet-5 (GrayScale) 0.826 0.747 0.682 0.826 

ResNet50 0.826 0.747 0.682 0.826 

ResNet50V2 0.826 0.747 0.682 0.826 

ResNet152 0.826 0.756 0.698 0.826 

ResNet152V2 0.804 0.737 0.679 0.804 

VGG16 0.826 0.747 0.682 0.826 

VGG19 0.826 0.747 0.682 0.826 

Dunstan Baby Languange dataset 

AlexNet 0.727 0.711 0.799 0.727 

LeNet-5 (RGB) 0.636 0.534 0.461 0.636 

LeNet-5 (GrayScale) 0.430 0.422 0.452 0.430 

ResNet50 0.591 0.586 0.648 0.591 

ResNet50V2 0.500 0.467 0.440 0.500 

ResNet152 0.364 0.258 0.273 0.364 

ResNet152V2 0.773 0.773 0.800 0.773 

VGG16 0.455 0.331 0.284 0.455 

VGG19 0.273 0.117 0.074 0.273 
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(a) 

 
(b) 

FIGURE 7. The Confusion Matrix for Dunstan Baby Language Dataset 

classification  with CNN Architecture (a) ResNet-152V2 (b) VGG-19. 

IV. DISCUSSION 

From the research results presented above, the best 

performance values are obtained from the models built using 

various CNN architectures for classifying baby cries. These 

results can be seen in TABLE 6 for Accuracy, F1 Score, 

Precision, and Recall, and TABLE 7 for the comparison of 

training times. From TABLE 6, it can be observed that 

AlexNet performs the best on the Donate-a-Cry dataset with 

the highest accuracy of 0.848, F1 Score of 0.785, Precision of 

0.741, and Recall of 0.848. Although its performance on the 

Dunstan Baby Language dataset is surpassed by 

ResNet152V2, AlexNet still demonstrates a good balance 

between performance and training time. ResNet152V2 shows 

the highest accuracy of 0.773, F1 Score of 0.773, Precision of 

0.800, and Recall of 0.773 on the Dunstan Baby Language 

dataset, but its long training time indicates high computational 

costs. 

FIGURE 8 dan FIGURE 9 show the comparison between 

the time and accuracy of CNN architecture models on the 

Donate-a-Cry dataset. These results are consistent with 

previous research [12] which indicated that AlexNet performs 

the best when classifying using Mel-Spectrogram images. In 

TABLE 7, LeNet-5 is noteworthy because compared to other 

model architectures, both RGB and GrayScale LeNet-5 

obtained very fast times with accuracy results that can still 

compete with other models. The training time achievement of 

LeNet aligns with previous research [15], [33], which 

considered LeNet-5 to have fast training times. One of the 

factors influencing training speed is the input size of the model 

architecture, and LeNet-5 has a relatively small input size 

compared to others, which is 32x32. 

These results indicate that model performance heavily 

depends on the characteristics of the dataset used. AlexNet 

shows superior performance on the Donate-a-Cry dataset, 

while ResNet152V2 excels on the Dunstan Baby Language 

dataset. This difference indicates that the proper model 

selection should consider the specific characteristics of the 

dataset used. Additionally, this research highlights the 

importance of considering training time when selecting a 

model, especially when computational resources are limited. 

LeNet-5, with its fast training time and competitive 

performance, becomes an efficient choice in this context. 

A closer examination of the confusion matrices provides 

valuable insight into model performance beyond overall 

metrics. For example, while AlexNet achieves high accuracy 

on the Donate-a-Cry dataset, the confusion matrix shown in 

FIGURE 6 reveals that it misclassifies some "tired" cries as 

"hungry." This confusion is also evident in ResNet-152V2's 

performance on the same dataset. These misclassifications 

could be attributed to the significant class imbalance in the 

Donate-a-Cry dataset, where "hungry" cries make up a large 

proportion.  
Furthermore, the confusion matrices highlight the varying 

suitability of different architectures for the datasets. ResNet-

152V2 performs well on the Dunstan Baby Language dataset, 

as shown in FIGURE 7, achieving good accuracy for several 

classes. Conversely, VGG-19 demonstrates poor performance 

on this dataset, misclassifying all samples as "tired." This 

discrepancy emphasizes the need to consider dataset-specific 

characteristics when selecting a model. 

Various studies have utilized the Donate-a-Cry and Baby 

Chillanto datasets for baby cry classification using different 

methods and feature extraction techniques. Research [33] 

utilizing DWT and FFT with KNN and SVM classification 

resulted in the lowest accuracies, namely 53% and 37% 

respectively. Research [31] using Pitch and MFCC features 

with KNN classification achieved an accuracy of 76.16%. 

Research [22] with the Baby Chillanto and Donate-a-Cry 

datasets using MFCC features with additional features 

achieved almost the same accuracy for SVM and KNN, 

around 78%. Research [16] using MFCC features and CNN 

achieved the highest accuracy of 84.52% for the 'Hungry' label 

classification. Lastly, research [15] using a combination of 

MFCC, GFCC, and ZCR features with several classification 

methods showed that Random Forest (RF) provided the best 

results with an accuracy of 84%, while other methods like 

KNN, SVM, and Linear Regression (LR) yielded lower 

accuracies of 82%, 71%, and 41% respectively. The 

comparison between previous studies and the results of this 

research can be seen in TABLE 8. 

The proposed methods in this research can outperform or 

achieve comparable results to previous studies. This research 

introduces new aspects, such as using Mel-Spectrogram 

images for classification using CNN, which are still relatively 

unexplored in baby cry classification. 

It's important to note the limitations of this research. The 

achieved results are still not optimal, as seen from the accuracy 
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which is still less than 85% and F1 Score which has not 

reached 0.8. Some factors that may contribute to these 

suboptimal results include data imbalance, particularly in the 

Donate-a-Cry dataset, where the data for the 'hungry' label 

accounts for 83% of the total data. Additional methods are 

required to handle imbalanced data. Additionally, for the 

Dunstan Baby Language dataset, more comprehensive data 

processing is needed to make the data cleaner. Besides data 

improvements, further research can explore the use of 

parameters used for CNN models. 

The findings of this study have implications, for the 

development of applications that detect baby cries. Despite 

some performance limitations this research contributes to 

using Mel Spectrogram images and Convolutional Neural 

Networks (CNN) for classifying baby cries. The potential 

advantages, such as identification of baby health issues and 

better care quality underscore its significance in childcare. 

Nevertheless there are weaknesses and constraints that 

need attention. An unbalanced dataset, where certain cry types 

are not well represented can result in biased models that 

struggle to generalize in real world situations. Background 

noise may disrupt the detection and classification of cries. The 

proposed model may also face challenges in handling 

variations in baby cries caused by differences among babies 

like their age and health status. Moreover the computational 

demands of CNN models could limit their feasibility on low 

power devices. Achieving real time processing and response 

is complex due, to the intricacies of CNNs. Ethical and privacy 

issues related to data privacy and parental consent must also 

be taken into account. 

 

  

(a) (b) 
FIGURE 8 Comparison (a) Accuracy and (b) Time(s) Model Architecture CNN on Donate-a-Cry Dataset 

 

  

(a) (b) 
FIGURE 8  (a) Accuracy and (b) Time(s) Model Architecture CNN on Dunstan Baby Language Dataset  
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By recognizing these weaknesses and constraints future 

research can concentrate on overcoming these obstacles 

enhancing the reliability and precision of baby cry detection 

systems and ultimately improving childcare quality. 

 
V. CONCLUSION 

The research findings indicate that AlexNet performs best on 

the Donate-a-Cry dataset, achieving the highest accuracy of 

0.848, F1 Score of 0.785, Precision of 0.741, and Recall of 

0.848. Meanwhile, ResNet152V2 shows the best performance 

on the Dunstan Baby Language dataset, with an accuracy of 

0.773, F1 Score of 0.773, Precision of 0.800, and Recall of 

0.773. Despite its longer training time, ResNet152V2 incurs 

high computational costs. LeNet-5, with fast training time and 

competitive performance, proves to be an efficient choice, 

especially with limited computational resources. 

The study identifies several weaknesses, particularly in 

terms of suboptimal model performance, with accuracy below 

TABLE 8  
Comparison with Previous Research On Baby cry Classification 

Research Dataset Feature Extraction Labels Classification Method 
Result 

Accuracy 

[33] Donate a cry 

corpus 

DWT.FFT Belly-pain. 

Burping. 

Discomfort. 

Hungry. Tired.  

KNN 53% 

SVM 37% 

[31] Donate a cry 

corpus 

Pitch. MFCC Awake. Belly 

torment. 

Burping. 

Discomfort. 

Hug. Hungry. 

Sleepy and 

Tired 

KNN 76.16% 

[22] Baby Chillanto. 

Donate-a-Cry 

MFCC + Extra Hunger.Pain SVM (RBF kernel) 78.08% 

K-Nearest Neighbors 78.03% 

[16] Donate a Cry MFCC Hungry CNN 84.52% 

[15] Donate a Cry MFCC. GFCC and 

Zero crossing rate 

(ZCR) 

Belly-pain. 

Burping. 

Discomfort. 

Hungry. Tired.  

RF 84% 

KNN 82% 

SVM 71% 

LR 41% 

Our 

Research 

Donate a Cry 

Mel-Spectrogram 

Belly-pain. 

Burping. 

Discomfort. 

Hungry. Tired 

AlexNet 84,80% 

LeNet-5 (RGB) 82,60% 

LeNet-5 (GrayScale) 82,60% 

ResNet50 82,60% 

ResNet50V2 82,60% 

ResNet152 82,60% 

ResNet152V2 80,40% 

VGG16 82,60% 

VGG19 82,60% 

Dunstan Baby 

Language 
AlexNet 72,70% 

LeNet-5 (RGB) 63,60% 

LeNet-5 (GrayScale) 43,00% 

ResNet50 59,10% 

ResNet50V2 50,00% 

ResNet152 36,40% 

ResNet152V2 77,30% 

VGG16 45,50% 

VGG19 27,30% 

 

https://jeeemi.org/index.php/jeeemi/index


Journal of Electronics, Electromedical Engineering, and Medical Informatics 
Multidisciplinary: Rapid Review: Open Access Journal                                Vol. 6, No. 4, October 2024, pp: 355-369;  eISSN: 2656-8632 

Homepage: jeeemi.org                                                                                                                                                                                                              367               

85% and F1 Score not reaching 0.8, indicating room for 

improvement. Data imbalance and the need for more 

comprehensive data processing are identified as major 

contributors to suboptimal performance. 

Future research could focus on addressing data imbalance 

and using more optimal parameters for CNN models, with 

efforts expected to significantly enhance model performance. 

This research has significant implications for the development 

of baby cry detection applications, aiding parents in detecting 

infant health issues faster and improving the quality of baby 

care. It lays a strong foundation for the development of 

applications that can provide significant benefits to parents, 

caregivers, and child health services. 
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