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ABSTRACT Heart disease is a condition that ranks as the primary cause of death worldwide. Based on available data, over 

36 million people have succumbed to non-communicable diseases, and heart disease falls within the category of non-

communicable diseases. This research employs a heart disease dataset from the UCI Repository, consisting of 303 instances 

and 14 categorical features. In this research, the data were analyzed using the classification methods XGBoost (Extreme 

Gradient Boosting) and Random Forest, which can be applied with PSO (Particle Swarm Optimization) as a feature selection 

technique to address the issue of irrelevant features. This issue can impact prediction performance on the heart disease dataset. 

From the results of the conducted research, the obtained values for the XGBoost (Extreme Gradient Boosting) model were 

0.877, and for the Random Forest model, it was 0.874. On the other hand, in the model utilizing Particle Swarm Optimization 

(PSO), the obtained AUC values are 0.913 for XGBoost (Extreme Gradient Boosting) and 0.918 for Random Forest. These 

research results demonstrate that PSO (Particle Swarm Optimization) can enhance the AUC of heart disease prediction 

performance. Therefore, this research contributes to enhancing the precision and efficiency of heart disease patient data 

processing, which benefits heart disease diagnosis in terms of speed and accuracy. 

INDEX TERMS XGBoost, Random Forest, PSO, Heart

I. INTRODUCTION 

Heart disease is the main source of death overall every year 

and is a non-communicable disease. More than 17,9 million 

deaths occur every year worldwide because of heart disease, 

which can be preventable to reduce mortality rates due to heart 

disease [1]. However, medical diagnosis of heart disease 

requires the involvement of experts in the field. One effective 

approach to identifying and predicting heart disease is by 

harnessing machine learning algorithms [2]. Machine learning 

can overcome these limitations as a tool for conducting heart 

disease diagnosis. Machine learning possesses the capability 

to model by learning from data, akin to human learning, to 

decide if a patient is determined to have coronary illness or not 

[3]. 

The machine learning techniques that can be employed for 

classification are Random Forest and XGBoost (Extreme 

Gradient Boosting). Random Forest is one of the 

advancements of the Decision Tree method. Random Forest 

has the advantage of enhancing accuracy results and 

ameliorating Decision Tree methods that are prone to 

overfitting [4][5]. Random Forest is a supervised classification 

algorithm that leverages multiple classification trees. 

Classification is performed by passing each input vector down 

each tree randomly. The algorithm model is based on Decision 
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Trees, which is effective for cases involving categorical 

features in the data [6]. 

XGBoost is one of classification algorithms with decision 

trees as its base learner, and it is an evolution of the Gradient 

Tree Boosting algorithm based on ensemble algorithms. It 

efficiently addresses large-scale machine learning problems. 

XGBoost is versatile, capable of performing various tasks 

such as regression, classification, and ranking. It constitutes a 

tree ensembles algorithm comprising a collection of 

classification and regression trees (CART). XGBoost excels 

in terms of speed and memory utilization. Leveraging 

enhanced processor caching, multicore processing, and 

distributed parallel computing, the system operates faster than 

other popular algorithms [7]. However, despite the robustness 

of Random Forest and XGBoost, they can yield models that 

are overly complex or exhibit poor performance if not 

accompanied by proper feature selection. Therefore, PSO can 

be utilized as a feature selection method to enhance the 

classification performance. 

PSO can address the issue of noise attribute in datasets, 

consequently enhancing the outcomes of classification [8]. In 

a research conducted by Batool, a PSO-based SVM 

classification method was applied in sensors technologies for 

human activity analysis. The research results demonstrated 

that the implementation of PSO in the SVM classification 

method led to an accuracy increase to 0.875[9]. Hence, the 

utilization of PSO feature selection is expected to enhance the 

classification performance outcomes in heart disease 

prediction. 

In this research, the application of the XGBoost (Extreme 

Gradient Boosting) and Random Forest classification methods 

with Particle Swarm Optimization (PSO) as a feature selection 

technique is conducted to address the issue of irrelevant 

features (noise attributes). It is predicted that the Random 

Forest and XGBoost algorithms will categorize heart disease 

data more accurately and efficiently by using PSO, leading to 

increased precision. The point of this exploration is to research 

whether the execution of PSO can enhance the predictive 

performance of heart disease in the XGBoost and Random 

Forest classification methods using the heart disease dataset. 

The expected contributions of this research include: a. 

improving knowledge of how feature selection and 

classification techniques are applied in health datasets, 

especially in heart disease cases; b. helping medical 

professionals optimize decision-making through analysis; c. 

improving the accuracy of data evaluation through the use of 

the Random Forest algorithm and the XGBoost algorithm with 

Particle Swarm Optimization. 

II. METHOD 
The following is the research procedure that will be conducted. 

Figure 1 illustrates the flowchart of this research. 

 
 

FIGURE 1. Research Flowchart 

 
As shown in Figure 1, the workflow of this research starts 

with the assortment of the dataset, trailed by the phases of 

preprocessing and feature selection utilizing PSO. After 

highlight determination is applied to the dataset, the next step 

involves classification. In this research, there are two 

scenarios: first, classification using XGBoost (Extreme 

Gradient Boosting) and Random Forest without Particle 

Swarm Optimization; second, classification using XGBoost 

and Random Forest with Particle Swarm Optimization. The 

dataset is partitioned according to the 10-Fold Cross 

Validation rule and is evaluated using the AUC. 

 
A. DATA COLLECTION   

The research employed secondary data obtained from the UCI 

Repository website. This dataset can be seen at the following 

link https://archive.ics.uci.edu/dataset/45/heart+disease. This 

dataset pertains to heart disease issues and comprises a total of 

303 instances. The heart disease dataset utilized consists of 14 

attributes, with 13 attributes representing patient clinical 

statuses, used as predictive attributes, and the target class is the 

14th attribute. These attributes are Age, Sex, Cp, Trestbps, 

Chol, Fbs, Restecg, Thalac, Exang, Oldpeak, Slope, Ca, Thal, 

and Target. The target attribute has only two values, 0 for non-

cardiac condition and 1 for cardiac condition. According to the 

research [10] Table 1 presents a description of the research 

data attributes. 
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TABLE 1 
Description of Research Data Attributes 

No Attribute Description Category 

1 Age Age in years Numeric 

2 Sex Sex (01=male; 02=female) Binary 

3 Cp Chest pain type Nominal 

4 Trestbps Resting blood pressure Numeric 

5 Chol Serum cholesterol in mg/dl Numeric 

6 Fbs 

Fasting blood sugar> 120 

mg/dl 

01= true; 02=false 

Binary 

7 Restecg 

Resting 

electrocardiographic 

results 

Nominal 

8 Thalach 
Maximum heart rate 

achieved 
Numeric 

9 Exang Exercise-induced angina Binary 

10 Oldpeak 
ST depression induced by 

exercise relative to rest  
Numeric 

11 Slope 
The slope of peak exercise 

ST segment  
Nominal 

12 Ca 

Number of major vessels 

(0-3) colored by 

fluoroscopy  

Nominal 

13 Thal 
3=normal; 6=fixed defect; 

7=reversable defect 
Nominal 

14 Target Diagnosis of heart disease Binary 

 

 
B. RANDOM FOREST 

The Random Forest (RF) algorithm, as its name suggests, is a 

supervised classification algorithm that employs a random 

process to generate a forest. The number of trees within the 

forest directly affects the accuracy of the outcomes, with larger 

numbers of trees resulting in greater precision [11]. Random 

Forest classification is done by obtaining the majority class 

votes from the individual vote class trees [12]. One important 

benefit associated with RF relates to the fact that there is no 

need to prune individual trees, given the presence of multiple 

trees. However, the disadvantage is that due to the large 

number of trees, the ability to visualize them effectively is 

impaired [13]. This methodology is founded on two 

fundamental concepts: sampling by row and voting 

classification. After being resampled, the supplied records are 

submitted to the following base learner models for training. 

The idea of aggregating is a voting classifier where the test 

data output is chosen for the class that receives the most votes 

among the base learner models[14]. A generalized model for 

the Random Forest is depicted in Figure 2. Random Forest is 

one of the many Ensemble techniques created by Leo Breiman 

in 2001. It extends the Classification and Regression Tree 

(CART) method through incorporation of Bootstrap 

Aggregating (Bagging) and Random Feature Selection. The 

Random Forest method itself boasts several advantages, 

including yielding strong classification outcomes, minimizing 

error rates, and efficiently handling training data sets of 

substantial magnitude [15]. 

 

 
FIGURE 2. Random Forest Structure[14] 

 

The Random Forest method produce an ensemble of 

random trees. The resulting class originates from the 

classification process, chosen from the most frequent class 

(mode) generated by the existing decision trees [16]. When 

making a collective classification decision, the presence of 

subpar trees can lead to accurate predictors generating 

erroneous predictions. The Random Forest operator generates 

an ensemble of random trees, and the resulting class in the 

classification process is determined by selecting the most 

frequent class (mode) generated across the existing random 

trees. To enhance the stability of importance measurements, it 

is recommend to utilize a substantial number of trees, 

particularly when research considers importance metrics and 

confronts a multitude of independent variables. Metrics such 

as Mean Decrease Accuracy (MDA) and Mean Decrease Gini 

(MDG) are utilized within the context of Random Forest to 

quantify importance[17] The execution of Random Forest 

involves the following procedure: 

1. Performing an irregular sampling of size n with 

replacement from dataset clusters, this step constitutes 

the bootstrap phase. 

2. By employing a bootstrap example, trees are constructed 

until reaching their greatest size (without pruning). At 

every hub, the determination of a splitter is performed by 

haphazardly picking m logical indicators, where m << p, 

and afterward the best splitter is picked in view of these 

m indicators. This stage is alluded to as the irregular 

element choice stage. 

3. Repeat stages 1 and 2 k times, bringing about the 

development of a backwoods comprising of k trees. 

 
C. EXTREME GRADIENT BOOSTING (XGBoost) 

XGBoost is a high level execution of the slope supporting 

calculation that utilizes decision trees as the basis for 

classification. It is widely employed due to its speed, efficacy, 

and scalability in solving various problems related to 

regression and classification[7]. The basic idea of this 

calculation is to iteratively change the learning boundaries to 

limit the expense capability. XGBoost (Extreme Gradient 

Boosting) employs a more disciplined model to construct tree 

structures, enabling it to achieve superior performance and 

reducing model complexity to prevent overfitting [18] [19].  
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XGBoost (Extreme Gradient Boosting) is a tree learning 

algorithm capable of handling sparse data or missing values. 

XGBoost offers advantages regarding speed and memory 

usage, such as optimized processor store use and backing for 

multicore handling, making the system run more than ten 

times faster than commonly used popular solutions. By 

analyzing each variable in XGBoost learning, it is possible to 

construct an accurate and efficient XGBoost model (Extreme 

Gradient Boosting) with or without the use of feature selection 

techniques such as PSO. 

The Xgboost method employs the shrinkage technique [7] 

to group feeble learners and reduce the likelihood of model 

overfitting. This ensemble has the configuration shown below. 

 

𝐹𝑚(𝑋) = 𝐹𝑚−1(𝑋) + 𝑛𝑓𝑚(𝑋), 0 < 𝑛 < 1 (1) 
 

Where f_m (X) is the mth iteration for creating the weak 

learner and f_m (X) is the mth iteration for creating the 

integrated learner. Since the parameter n has a significant 

negative correlation with the quantity of iterations, the 

generalization properties of the model are frequently improved 

when n has a value that is smaller. 

 
D. PARTICLE SWARM OPTIMIZATION (PSO) 

James Kennedy and Russell Eberhart developed the particle 

swarm optimization algorithm in 1995 as a stochastic 

optimization algorithm. The social behavior of fish, birds, 

insects, and other animal communities served as the model 

for the algorithm. An iterative technique called particle 

swarm looks through a population of particles for the best 

possible answer. In pursuit of food, these particles circle an 

area, with the particle nearest to the food indicating to the 

others to go in that direction. The orbiting particle closest to 

the target source will communicate with the others in order 

to approach it if any of them are closer than the initial 

particle. This process is repeated until one of the particles 

locates the sustenance (optimal solution)[20]. 

PSO is a developmental calculation with global 

optimization enlivened by the way of behaving of bird rushes 

and fish schools. Each bird is depicted as a particle 

addressing an answer for an issue and has a position (x) and 

velocity (v). Advantages of this algorithm include rapid 

convergence to the global best point, uncomplicated 

execution, a limited amount of adjustable parameters, and 

increased computational efficiency[21]. The Particle Swarm 

Optimization (PSO) algorithm consists of several sequential 

steps. Firstly, initialization randomly selects particles as 

search agents (x) and their velocities (v). Next, we apply the 

cost function to the particles to find the optimal global 

(Gbest) and local (Pbest) solutions. It is said that the best 

local location is the one with the lowest cost per particle. 

Furthermore, the optimal global solution is the location that, 

when all local solutions are added together, has the lowest 

cost. Finally, to update the particles, the following equation 

is applied: 

 

𝑣𝑛+1 = 𝑣𝑛 + 𝑐1𝑟1(𝑝𝑏𝑒𝑠𝑡 − 𝑥𝑛) + 𝑐2𝑟2(𝑔𝑏𝑒𝑠𝑡 − 𝑥𝑛)  (2) 

𝑥𝑛+1 = 𝑥𝑛 + 𝑣𝑛+1 (3) 

 
Where c1 and c2 are constants, r1 and r2 are random integers, 

and n denotes the number of repetitions[22]. In equations 4 

and 5, the following formula can be used to calculate 

the position displacement and particle velocity: 

 

 𝑣𝑖(𝑡) = 𝑣𝑖(𝑡 − 1) + 𝑐1𝑟1 [𝑋𝑝𝑏𝑒𝑠𝑡  𝑖 − 𝑋𝑖(𝑡)] +
𝑐2𝑟2[𝑥𝑔𝑏𝑒𝑠𝑡  𝑖 − 𝑥𝑖 (𝑡)] (4) 

𝑥𝑖 (𝑡) = 𝑥𝑖 (𝑡 − 1) +  𝑣𝑖(𝑡)  (5) 

  
In equations 4 and 5, These are the variables that are 

utilized to calculate the particle's displacement and velocity. 

In order to determine the particle's speed during the search 

for the best solution, Vit(t) stands for the velocity of particle 

i at iteration t. The solution attained by particle i at iteration 

t is represented by Xi(t), which is particle i's position at that 

time. Because of this, c1 and c2 are learning rate variables 

that show how much the change in particle velocity is 

influenced by social (group) and individual particle 

(cognitive) features. The particle's level of success in finding 

a solution is defined by c1, while the effect of its group 

members on the particle's search for a better solution is 

indicated by c2. Then, random values evenly distributed 

between intervals of 0 and 1 make up r1 and r2. By 

explorating the search space randomly, particles are able to 

identify more optimal solutions thanks to the stochastic 

component of these random numbers in the solution search 

process. 

In the pursuit of the optimal solution, XPbest i indicates the 

most effective position of particle i to date. This is used to 

guide the movement of particles toward a more ideal solution 

and takes each particle's prior accomplishments into account. 

Meanwhile, XGbest i represents the best global position a 

group particle has achieved. This denotes the optimal 

solution that the group as a whole arrived at and gives 

particles direction to arrive at more optimal solutions jointly. 
In the PSO technique, it is possible to determine the 

displacement and velocity of particles by including each of 

these variables in equations 4 and 5. This is carried out 

repeatedly until the target outcome or the iteration limit is 

reached, which yields the best possible solution to the issue. 

 
E. AREA UNDER THE ROC (RECEIVER OPERATING 

CHARACTERISTIC) CURVE 

The ROC curve, frequently referred to AUC value, is a visual 

tool widely employed by researchers to evaluate prediction 

outcomes and compare two classification models. Figure 3 

illustrates that the ROC is a two-layered chart with bogus up-

sides as the even hub and genuine up-sides as the upward 

hub. The diagonal line that divides the ROC space illustrates 

that the area over the askew line demonstrates great 

grouping, while the region beneath the corner to corner line 

implies unfortunate order. True random guessing lies along 

the diagonal line, ranging from the lower left to the upper 

right. 
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FIGURE 3. Example ROC Graph 

 
AUC can be regarded as a probability calculated by the 

formula for the area under the curve. The categorization 

approach provides positive examples with higher scores than 

negative examples when one chooses positive and negative 

examples randomly. Consequently, AUC is a target for 

optimization because a higher number indicates a more 

effective classification technique [22]. The AUC value will 

always lie between 0 and 1, since the value ranges of both 

the x and y axes in square units range from 0 to 1. Random 

guessing would produce a corner-to-corner line with an area 

of 0.5 for values larger than 0.5, anywhere between 0 and 1. 
Table 2 is a list of the several groups that AUC values for 

data mining categorization can be split into[22] . 

 
TABLE 2 

Accuracy of classification results based on AUC values 

 
AUC Values Category 

0.90-1.00 Excellent Classification 

0.80-0.90 Good Classification 

0.70-0.80 Fair Classification 

0.60-070 Poor Classification 

0.50-0.60 Failure 

 

1. DATA COLLECTION 

In this research, secondary data are employed. Secondary 

data is known as data acquired from third parties and not 

directly obtained from the research subjects. The data on 

heart disease used in this study can be accessed at the UCI 

Repository. With 13 attributes acting as predictor variables 

and a single attribute acting as the target variable, this data 

set has 303 total data points. 

 
2. PREPROCESSING 

In the following research, there are several missing data 

points. Therefore, the preprocessing step conducted involves 

removing missing values. This is in accordance with the 

journal [24] Generally, missing values do not significantly 

impact the entire dataset, especially if they represent a small 

percentage, say 1% of the total dataset. Hence, in the 

subsequent research, missing values are removed. 

 
3. FEATURE SELECTION 

As demonstrated in Figure 1, prior to entering the 

classification stage, the dataset undergoes a feature selection 

process. Highlight determination is led to address unessential 

elements that could be beneficial in enhancing the 

presentation of the characterization model. The component 

choice carried out in this research employs the PSO method. 

The particles within PSO traverse and search the solution 

space for the best solution [25]. With the selection of relevant 

features, it is anticipated that the performance of heart 

disease prediction can be enhanced. Therefore, feature 

weighting is carried out using PSO to obtain feature weight 

values going from 0 to 1. Figure 4 illustrates the RapidMiner 

scheme for utilizing the PSO (Particle Swarm Optimization) 

method. 

 

 
FIGURE 4. RapidMiner Scheme for PSO Method 

 
The following is the process of feature weighting in the heart 

disease dataset, as depicted in Table 3. 

 
TABLE 3 

Feature weighting by PSO  

Attribute Weight 

FBS 0 

THALACH 0 

CHOL 0.142 

SLOPE 0.387 

CA 0.707 

RESTECG 0.828 

SEX 0.903 

CP 0.941 

AGE 1 

TRESTBPS 1 

EXANG 1 

OLDPEAK 1 

THAL 1 

 
Based on the feature selection process by Particle Swarm 

Optimization (PSO), features with a weight of 0 will be 

eliminated. In Table 3, there are 2 features with a weight of 

0. Table 4 illustrates the features that have passed through 

the feature selection stage. 
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TABLE 4 
Feature selection results by PSO  

Attribute Weight 

CHOL 0.142 

SLOPE 0.387 

CA 0.707 

RESTECG 0.828 

SEX 0.903 

CP 0.941 

AGE 1 

TRESTBPS 1 

EXANG 1 

OLDPEAK 1 

THAL 1 

 
4. CLASSIFICATION 

The process of data analysis that involves determining a 

model or function to represent a concept or data class is 

referred to as classification. [26]. The objective of 

classification is to accurately predict categories within 

known data for each case. Classification algorithms can be 

applied to categorical data, while for numerical target data, 

predictive models utilized are regression algorithms [27]. In 

this stage, data is initially divided. The dataset is randomly 

partitioned into 10 subsets, with each subset containing 

nearly equal amounts of data and class proportions. Cross-

Validation is employed as a performance evaluation 

technique to ensure the reliability of prediction outcomes 

[28]. Classification modeling is carried out using XGBoost 

and Random Forest. 

a. XGBoost Classification 

The classification was conducted on the heart disease dataset 

that had been separated into preparing and testing 

information. Subsequently, all training data was utilized to 

perform classification using the XGBoost (Extreme Gradient 

Boosting) model in RapidMiner Studio. Figure 5 illustrates 

the RapidMiner scheme for utilizing the XGBoost method.  

 

 

 
FIGURE 5. RapidMiner Scheme for XGBoost Method 

 
b. XGBoost Classification with Particle Swarm 

Optimization (PSO) 

In this phase, an experiment was conducted to initialize the 

number of particles, starting from the smallest particle count 

up to the point where the AUC value becomes relatively stable 

or decreases within a maximum of 10 iterations. Therefore, 

the particles for PSO were selected based on the highest 

attained AUC value. Table 5 presents the PSO particles on the 

heart disease dataset using the XGBoost (Extreme Gradient 

Boosting) model. 
 

TABLE 5 

PSO particles with Xgboost model  

 

Dataset Particle 

Heart 

Disease 
4 

 
c. Random Forest Classification 

The classification was conducted on the heart disease dataset 

that had been divided into training and testing data. 

Subsequently, all training data was employed to perform 

classification using the Random Forest model in RapidMiner 

Studio. Figure 6 illustrates the RapidMiner scheme for 

utilizing the Random Forest method. 

 

 

 
FIGURE 6. RapidMiner Scheme for Random Forest Method 
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d. Random Forest Classification with Particle Swarm 

Optimization (PSO) 

In this phase, an experiment was conducted to initialize the 

number of particles, starting from the smallest particle count 

up to the point where the AUC value becomes relatively 

stable or decreases within a maximum of 10 iterations. Thus, 

the particles for PSO were selected based on the highest 

attained AUC value. Table 6 indicates the PSO particles on 

the heart disease dataset using the Random Forest model. 

 
TABLE 6 

PSO particles with random forest model  

Dataset Particle 

Heart Disease 14 

 
5. EVALUATION  

The Area Under Curve (ROC) will be used to evaluate the 

models' effectiveness in predicting heart disease based on the 

heart disease dataset. AUC is chosen as the evaluation 

method because it is more suitable for assessing the 

performance value of predictions using both balanced and 

imbalanced datasets [29]. Table 7 illustrates the 

classification accuracy quality from the testing using AUC 

values. 
TABLE 7 

Accuracy of classification results based on AUC values  

 0.90 – 1.00 
Excellent 

Classification 

 0.80 – 0.90 Good Classification 

 0.70 – 0.80 Fair Classification 

 0.60 – 0.70 Poor Classification 

 0.50 – 0.60 Failure 

 

III. RESULTS  

This research will present the evaluation results of AUC in 

heart disease prediction from the heart disease dataset. The 

models employed for predicting heart disease include 

XGBoost, XGBoost with 4 particles PSO (XGBoost + PSO4), 

Random Forest, and Random Forest with 14 particles PSO 

(RF + PSO14). The evaluation results comprise performance 

values indicated in Table 8. 

 
TABLE 8 

AUC result values for heart disease 
 

 

FIGURE 7. XGBoost ROC Curve 

 
The ROC curve, as shown in Figure 7 above, was produced 

during the testing of the XGBoost (Extreme Gradient 

Boosting) approach. With an AUC value of 0.877, it was 

classified as a Good Classification because it fell within the 

range of 0.80-0.90.  
 

 

FIGURE 8. XGBoost ROC Curve with PSO (4 particles) 

 
In the testing of the XGBoost method with PSO, using 4 

particles, the ROC curve was obtained as observed in Figure 

8 above, with an AUC value of 0.913, categorized as 

Excellent Classification due to falling within the range of 

0.90-1.00. 

 

 

FIGURE 9. Random Forest ROC Curve 

 
In the testing of the Random Forest method, the ROC curve 

was obtained as seen in Figure 9 above, with an AUC value 

of 0.874, categorized as Good Classification due to falling 

within the range of 0.80-0.90. 

Model AUC Values 

XGBoost 0.877 

XGBoost + PSO 4 0.913 

Random Forest 0.874 

RF + PSO 14 0.918 
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FIGURE 10. Random Forest ROC Curve with PSO (14 particles) 

 

In the testing of the Random Forest method with Particle 

Swarm Optimization (PSO), using 14 particles, the ROC 

curve was obtained as depicted in Figure 10 above, with an 

AUC value of 0.918, categorized as Excellent Classification 

due to falling within the range of 0.90-1.00. 

IV. DISCUSSION 

This research employs a heart disease dataset for conducting 

heart disease prediction. The dataset is divided using a 10-

fold cross-validation approach, wherein dataset is partitioned 

into 10 sets of data, with a distribution of 9 for training 

information and 1 for test information. The training 

information is utilized for the classification stage, while the 

testing data is employed to validate the model. This testing 

was conducted with 10 iterations. All subsets of data were 

alternately employed for both training and assessment 

purposes. Two classification techniques, XGBoost and 

Random Forest, were utilized in this study. In addition, 

feature selection using PSO was used to resolve noise 

attributes within the heart disease dataset, thereby improving 

the prediction of heart disease performance. 

In PSO process, an experiment was conducted to 

initialize the number of particles in order to obtain the best-

performing particles for both classifications, as indicated in 

Table 5 and Table 6. Subsequently, the models were 

evaluated using AUC to assess their performance in heart 

disease prediction. The obtained model performance was 

used to compare the baseline models of XGBoost (Extreme 

Gradient Boosting) and Random Forest with the models of 

XGBoost and Random Forest after integrating Particle 

Swarm Optimization (PSO). 

In the baseline XGBoost (Extreme Gradient Boosting) 

model, the AUC evaluation results for heart disease 

prediction yielded an AUC value of 0.877. According to the 

general guidelines for AUC classification, the AUC 

evaluation results fall under the category of good 

classification. 

In the baseline Random Forest model, the AUC 

evaluation results for heart disease prediction yielded an 

AUC value of 0.874. According to the general guidelines for 

AUC classification, the AUC evaluation results fall under the 

category of good classification.  

In the XGBoost (and Random Forest models utilizing 

PSO, in the case of XGBoost with Particle Swarm 

Optimization, the AUC evaluation results for heart disease 

prediction yielded the best AUC value when employing 4 

particles, with an AUC of 0.913. Meanwhile, in the Random 

Forest model with Particle Swarm Optimization, the best 

AUC value was obtained using 14 particles, yielding an AUC 

of 0.918. Based on the general guidelines for AUC 

classification, the AUC evaluation results fall under the 

category of excellent classification. 

The heart disease dataset experiences an increase in AUC 

values when employing XGBoost with PSO and Random 

Forest with PSO, as compared to the baseline models of 

XGBoost and Random Forest. Table 9 illustrates the AUC 

evaluation results of the four models employed in heart 

disease prediction. 
TABLE 9 

AUC for Heart Disease Prediction  

 

DATASET XGB RF 
XGB + 

PSO 

RF + 

PSO 

Heart 

Disease 
0.877 0.874 0.913 0.918 

 
To assess which model exhibits the highest increase in 

AUC results from the heart disease dataset, a comparison of 

the AUC values among the four models can be conducted. 

Figure 11 illustrates the AUC comparison graph of the four 

classification models on the heart disease dataset. The results 

of the Random Forest and XGBoost tests improved in 

accordance with the feature selection and weighting using 

Particle Swarm Optimization. The Random Forest model 

with Particle Swarm Optimization exhibits the most superior 

AUC among the other models, as observed in Figure 11. The 

study's findings were compared with those of other 

investigations, and it was found that Random Forest and 

XGBoost, when combined with PSO feature selection, were 

more effective at classifying datasets pertaining to heart 

disease. Specifically, the combined approaches enhanced 

accuracy and AUC values compared to past research that 

utilized different classification algorithms or did not use PSO 

feature selection. The research results of Ajdani & Ghaffary, 

as well as Jiang, He, Ye & Zhang [30],[31], The accuracy 

and AUC values were not comparable despite the use of the 

same classification algorithms as this study. This study 

demonstrated that using Random Forest and XGBoost with 

PSO feature selection can enhance the classification 

performance of heart disease datasets by increasing their 

accuracy and area under the curve (AUC). This suggests that 

integrating methods with optimization improved the 

classification of survival rates for heart disease patients. In 

addition, this comparison aids in understanding the 

possibility for the techniques and algorithms utilized in this 

study to produce superior results compared to those of earlier 

research. However, the present study was limited by the use 

of a dataset with just a few of patients and features. This may 

have an effect on the generalizability of the results. In order 

to acquire more accurate and exhaustive results in future 

research, it is advised to use a larger and more diverse dataset 

that includes a greater number of patients and cardiac 

disease-related characteristics. This study effectively 

demonstrated that combining Random Forest with PSO and 
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XGBoost with PSO can improve classification performance 

in cardiac disease despite these limitations. 

 

 

 
FIGURE 11. Comparison of AUC Results in Heart Disease Prediction 

 
According to the study's findings, PSO feature selection 

can increase the classification accuracy of survival rates for 

heart disease patients when Random Forest and XGBoost are 

applied. This implies that the combined approach may be 

able to significantly enhance clinical systems' prediction 

performance, enabling doctors to treat patients with heart 

disease with more accuracy. The enhanced accuracy of the 

predictive model derived from the medical dataset suggests 

that these findings may significantly progress the application 

of artificial intelligence in the healthcare sector to enhance 

the caliber of medical services. 

V. CONCLUSION 
On the basis of this study, the Random Forest and XGBoost 

classification algorithms along with the PSO feature selection 

method were applied to the heart disease dataset. The optimal 

weight determined by PSO is intended to enhance the 

classification of heart disease. the conducted tests on the heart 

disease dataset utilizing the XGBoost (Extreme Gradient 

Boosting) and Random Forest classifications without the 

application of PSO, obtained AUC values are sequentially 

0.877 and 0.874, falling within the category of sufficiently 

good values. Meanwhile, when employing the XGBoost 

(Extreme Gradient Boosting) and Random Forest 

classification methods with the integration of Particle Swarm 

Optimization (PSO), obtained AUC values are sequentially 

0.913 and 0.918, which fall into the category of favorable 

values. The Accuracy value for heart disease with Random 

Forest and XGBoost rose as a result of attribute weighting in 

feature selection using PSO. Classifying the heart disease 

dataset using Random Forest with PSO and XGBoost with 

PSO may produce a more accurate classification than using 

Random Forest and XGBoost separately. By means of this, the 

testing before and after the implementation of PSO has the 

capability to enhance the performance of Extreme Gradient 

Boosting (XGBoost) by 0.36 and Random Forest by 0.44. 

PSO can increase the accuracy of the Random Forest and 

XGBoost approach on the heart disease dataset. It can be 

concluded that PSO can enhance the predictive value for the 

classification of expected numbers concerning heart disease 

patient cases.  

Future studies also need to assess how well the suggested 

algorithm and methodology work. To guarantee that the gain 

in classification accuracy is the result of using the right 

approach, a variety of thorough evaluation measures should be 

used. As a result of the aforementioned advancements, future 

research is expected to produce more thorough and reliable 

findings when classifying heart disease data using a 

combination of Random Forest and XGBoost with PSO. 
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